
                                                                                                                                    

A unified theory of the point groups. V. The general projective 
corepresentations of the magnetic point groups and their applications to 
magnetic space groups 
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This paper presents the general expressions of the projective irreducible corepresentations of the 
20 homologous sets of the magnetic double point groups from which follow all those of the 
remaining groups of finite order through isomorphisms (the icosahedral group is excluded). These 
an: explicitly given in terms of the irreducible representations of the unitary double point groups. 
Their special cases provide all the irreducible corepresentations of all magnetic space groups of 
wave vector through simple gauge transformations. A method of determining the gauge 
traIlsformations is discussed through typical examples. 

PACS numbers: 02.20. + b 

1. INTRODUCTION 

In a senes of papers 1-4 (referred to as I-IV) we have 
developed a theory of representation for the point groups 
through their double groups regarding them as subgroups of 
SU(2). With use of the simple subgroup conditions we have 
COilsIlucted the general expressions of the unirreps (unitary 
irreducible representations) for the double point groups Cn , 

D n' T, and O. These four sets of the proper point groups and 
their direct product groups with the group of inversion C j 

constitute a characteristic set of the finite double point 
groups; anyone of the remaining double point groups is iso
morphic to one of them (here and hereafter the icosahedral 
group is excluded). Through the vector unirreps of their re
presentatIon groups5-7 we have constructed all the projective 
unirreps of all double point groups based on the modified 
theury of the induced representation in II. Upon introducing 
a new system of classification for the improper point groups 
G which is best suitable for describing their isomorphisms 
we ha ve described the basis functions of G in III by the angu
lar momentum eigenfunctions in the general manner as in 
the cases of the proper point groups. Extending the system of 
classiticatlUn tor the Shubnikov (or magnetic or antiunitary) 
point groups G S in IV we have also constructed all the vector 
counirreps (irreducible unitary corepresentations) of all G 5 

from those of lOG S through isomorphisms. 
In the present work we shall construct the general ex

pressiulls of the projective counirreps of all G S of finite order. 
This will be achieved via the vector counirreps of the repre
sentation groups of a characteristic set of 20 G S with full use 
of the isumorphisms. The projective counirreps of G S pres
ently available are limited to the crystallographic point 
groups and are given by the counirreps of the magnetic space 
groups of wave vector M (k) in terms of the actual matrices.8 

Weare seeking the general expressions of the projective 
counirreps common to all isomorphic point groups. Their 
special cases then provide all the counirreps of all M (k ) 
through simple gauge transformations. The present result 
will greatly simplify the existing matrix representations8 of 
M (k ) and thereby reduce the labor involved in their applica
tiuns. 

In Sec. 2, we shall first discuss the isomorphisms of the 
representation groups G" based on the new system of classi
fication introduced in III and IV. Then, we shall construct 
G" for the characteristic set of 20 G S mentioned above. In 
Sec. 3, we shall first describe briefly the modified theory of 
corepresentation introduced in IV and then construct the 
general expressions of the projective counirreps ofG S via the 
vector counirreps of G 51. In the final section, we shall illus
trate how to determine the gauge transformations which 
connect the counirreps of the magnetic space groups of wave 
vector M (k) and those of the corresponding G 51 determined 
in this work. 

2. THE REPRESENTATION GROUPS OF THE MAGNETIC 
POINT GROUPS 

Before constructing the representation groups G SI for 
the magnetic point groups G s, we shall first discuss their 
isomorphisms in terms of the new system of classification of 
G S introduced in IV and thus minimize the number of G SI to 
be constructed. Here and hereafter, we mean by a point 
group its double group unless otherwise specified. 

Let H be the halving subgroup of G " then 

GS=H+aH, a=Oz, (2.1) 

where a is an antiunitary operator defined by the time inver
sion 0 and a unitary operator z, which is compatible with H. 
Following the new system of notations introduced in III and 
IV, we denote GS defined above by HZ. Then, the one-to-one 
correspondence oi+-+o gives the following isomorphisms4 

(~): 

(2.2a) 

while the one-to-one correspondences cn+-+en and c;+-+e; 
yield 

C~p=C~n' D~p=D~n' T;=Oz, C~v=D~. 
(2.2b) 

On account of these isomorphisms, a characteristic set 
ofGs may be given by He, Hq, and H U

, where His a proper 
point group P or a direct product group Pj = Px Cj of P and 
the group of inversion C j • It should be noted here9 that P~' 
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TABLE I. The representation groups of the unitary and antiunitary point groups (finite order). 

I. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

21. 

22. 

23. 

24. 

25. 

26. 

27. 

28. 

c ~: x" = e, e2 = e 

c~' c ~ xa = ax, a' = Te r = e 
(1' = I, if n is odd) 

C~': C~: xa = ax, a' = TeX; r = e 
(1' = I, if n is even) 

C~I: C~; xax=ga, a2=re; s2=r=e 

(S = I, if n is odd) 

C~i; xn =e, e2 =e, xl=/Jix, 12 =e; /3 2 =:;e 
({3 = 1, if n is odd) 

c::: C~,(f3): xa = ax, la ~ ;a1, a2 = 7e~ ;2 = r = e 

({3= l' = I, ifn is odd) 

C~;: C~;({3= 1); xa=ax, la = tal, a'=Tex; t'=r=e 
(1' = I, if n is even) 

C~;: C~,({3);xax=Sa, la=;al, a'=Te; 5'=t'=r=e 
(S=I,ifnisodd) 

D ;,: x" = y' = (xy)' = e, e' = e 

D;;: D;,; xa=sax, ya=TJay, a'=Te; S'=TJ'=r=e 

D;~+I: D;r+l; xa = ax, ya=ay, a2 =re; r=e 
D!;: D;,.; xa = ax, ya = ayx, a2 = rex; r = e 

D~; + I: D;, + I: xa = ax, ya = TJayx, a' = Tex; TJ' = r = e 

D ~,: x" = y' = (xy)' = e, e' = e, Xl = {3lx, Yl = YlY, ? = e; 
{3'=y-=e ({3= 1, ifnisodd) 

D ;;. ,: D ;,.. ({3, y); xa = Sax, ya = TJay, la = ;al, a' = Te; 
S' = 1]' = ;' = r = e 

D~;+ u: D~; + 1.,( y); xa = ax, ya = ay, la = tal, a' = Te; 
t' = r = e 

D~;. ,: D;,.;({3= 1, y); xa = ax, ya = ayx, la = ;al, a' = rex; 
;2 = r = e 

Di;+J.;: D;,+I.;(y); xa=ax, ya=TJayx, la=;al, a'=TeX; 
TJ' = S' = r = e 

T': x 2 =y'=e, (xy)·'=e, e'=e 

T": T'; xa=ax, ya=ay, a2 =re; r=e 

Tq ': T'; xa = ax, yay = ax, a' = rex; r = e 

T;': r = e, e' = e, s" = e, xi> = (s4 

T~': T;; XQ=QX, sa = 1]QS, a2 =re, e2 =e; r/=r=e 

TY': T;; xa = ax, sas = 1/ax, a2 = rex; r/ = r = e 

0': X4 = y3 = (xy)' = e, e' = e 

{}": 0'; xa=sax, ya=ay, a'=re; s'=r=e 

0;: x4=y'=(xy)2=e, e'=e, xl={3lx, yl=ly, ?=e; 
{3' = e 

0;': O;({3);xa=sax, ya=ay, la=;al, a'=re; 
s2=;'=r=e 

(i) e = identity element, e = 21T rotation, 7 = inversion. 
Iii) The sec<Jnd order elements {3, y, S, 1], t, 1', and e are all in the center of the respective G ". 

,*p u X C j in general even though P ~ =P z X C j • The repre
sentation groups G" of a characteristic set of20 G S are given 
in Table I (their construction will be discussed shortly). 
These are described by the defining relations of the abstract 
group generators, which are common to all groups isomor
phic to each other. Possible realizations of these generators 
of the respective double group may be made through (2.13) of 

I. To simplify the tabulation, we have also included in the 
table the representation groups of the characteristic set of 
eight unitary groups determined in II; these are then used to 
describe the representation groups G". Thus, Table I pro
vides all the representation groups of all finite point groups 
(unitary or antiunitary) through isomorphisms (icosahedral 
groups are excluded). 
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Construction of any of these representation groups G H 

is straightforward as in the cases2
•
7 of those of the unitary 

point groups except that the operator a is antiunitary. We 
start from the most general form of the projective counirrep 
of the defining relations for the generators {Xj' a J of a given 
antiunitary group G S

, where Xj are the generators of H. 
Then, through gauge transformations and the inner auto
morphisms (in particular, with respect to the antiunitary op
erator a) we arrive at the minimum set of the independent 
coefficients (or projective factors) {a;; i = 1,2, ... , vJ for 
each G s, all of which can be shown to satisfy the same qua
dratic equation: 

a; = 1, i= 1,2, ... ,v. (2.3) 

This is completely analogous to the case of the unitary 
groups. 2,7 These coefficients are given by the Greek symbols 
/3, y, S, 1], S, and r in Table I. Now, we regard these coeffi
cients as the second order generators which commute with 
each other and with all the elements of G s. Then, we arrive at 
the representation group GS! described by a set of the defin
ing relations of the generators {Xj' a, a; J as given in Table I. 

By construction, every projective counirrep of G S fol
lows from the vector counirreps of G S! up to p-equivalence. 
Each representation of the coefficient set fail in G H defines 
a class off actor systems for GS. Thus, the number ofp-ine
qui valent classes (or order of the multiplicator) for a given G S 

equals r, where v is the number of the coefficients in G H. 

According to Table I, the maximum number of classes for a 
given G S equals 64 ( = 26

) which occurs for D ~~.i' while the 
minimum number equals 1 which occurs for C~~+ 1 or Ci;. 
According to the present classification there exists a total of 
180 p-inequivalent classes for all G S while there exists a total 
of 13 p-inequivalent classes for the unitary point groups. 
These are all of finite order and the icosahedral groups are 
excluded. 

3. THE PROJECTIVE COUNIRREPS OF THE MAGNETIC 
POINT GROUPS 

We shall construct all the counirreps of the representa
tion groups G s, listed in Table I based on the modified the
ory of corepresentations developed in IV. For convenience, 
we may reproduce here some of the basic results of the the
ory and introduce small modification for the notations of the 
counirreps. 

Let H (G H) be the halving subgroup of G s, and {.d V(h ' J 

be a complete set of the unirreps of h 'Elf(Gs,). Then, there 
exists a unitary matrix such that 

(3.1) 

for all h ' E( G S!). Based on this, one can show that there exist 
three types of counirreps. 

Case (a); v = fl, N(a)N(a)* =.d V(a2
): There exist two 

equivalent counirreps given by 

SIV±I(h') =.d V(h '), SIV±I(a) = ±N(a). (3.2a) 

Either one of them provides the required counirrep. 

Case (b ): v = fl, N (a)N (a)* = -.d V(a 2
); The counirrep 

is given by 
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S (v.vl(a) = [0 
N(a) 

-N(a)] 
o . 

Case (c): v=lp: The counirrep is given by 

S Iv.lll(h ') = [.do V(h ') 0 ] 
.d Il(h') , 

S(v.lll(a) = [
0 .do V(a

2
)N(a)-I*]. 

N(a) 

(3.2b) 

(3.2c) 

These three types of counirreps are denoted by the following 
notations: 

S (.d v; N) for S (v+ I of (3.2a) E Case (a), 

S (.d V,.d v; N) for S 11'.1'1 of (3.2b) E Case (b), (3.3) 

S (.d v, .d Il; N) for S (v.1l1 of (3.2c) E Case (c). 

It is noted that the notation S is introduced here in the place 
of D used previously in IV. This is to avoid the confusion 
with the notations for the induced unirreps introduced in II, 

Dlv,IlI=D(rV,rll;N), D(V±)=D(rV
; ±N), (3.4) 

for a unitary group augmented by a unitary operator A. Here 
D IV.1l1 has a similar structure as that of S IV.1l1 except for N (A ) in 
the place of N (a)* in S (V,Il); and D (1'.1'1 always reduces to two 
inequivalent unirrepsD (v+ I andD (v-I [see Eqs. (6) and (7) in 
II]. These notations will also be used later in describing the 
unirreps.d v of H(GH). 

The counirreps of G s, given in (3.2) are completely ex
plicit in terms of the unirreps.d V(h ') of h 'Elf (G H) except for 
the transformation matrix N (a) and.d V(a 2

). When.d v is one
dimensional, one can takeN(a) = 1. In such a trivial case we 
shall delete N from (3.3), For a higher-dimensional case, one 
determines N (a) from (3.1) for each class off actor systems by 
using the defining relations of the group generators given in 
Table I. Let us illustrate the determination of N (a) for a re
presentati0!l group C ~:i given in Table

A 

1(8). It has seven gen
erators {x, i, a; /3; S, s; r J, of which x, i, /3 are the generators 
of the representation group C ~.; ofCn.; as given in Table 1(5). 
The halving subgroup H (C ~:;) is defined by a direct product 
groupC ~.; XCs XC~ XCr , whereCs = Ie, S J,C~ = (e, S l, 
and Cr = (e, r J. The transformation matrix N (a) is deter
mined from 

(3.5) 

s.d v(f)* = N(a)-I.d ll(f)N(a) 

for a given set of values of the coefficients Sand s. Calcula
tion of N (a) is straightforward. For almost all G S!, the trans
formation matrices are expressed by the unit matrix Id with 
appropriate dimension d or the Pauli spin matrices (0" 0" 

x' Y' 
O"z) or their direct products except for a few cases where the 
antiunitary operator a involves the operator q ( = c2n ) [see, 
for example, Table 11(12)]. Finally, from.d V(a2

) = r.d Vier), 
we have for C ~:; 
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TABLE II. The projective unirreps and counirreps of the unitary and anti unitary point groups (finite order). 

I. Cn(Ko): 
KO; Mm; m = mO, - ~n <mO,qn 

2. C~(K; T = I, if n is odd): 

K; S(Mo), S(Mn .. /2), S(Mn,/" M n,/,), S(Mm' M m); 

m = m* = p, ... ,!(n - I) 

3. C~(K; T = I, ifn is even): 

K; S(Mo), (Mn/" Mn/,), S(Mn,/')' S(Mm' M _ m); 

m=m* 

4. C ~ (K,; t = Is J; 5 = I if n is odd): 
K,;S(Mm); m = mO 
K,(n=2r); S(Mm,Mm_,); m=m'=!, I, ... ,r 

5. Cn,(K~; s = 1 PI; P = I, if n is odd): 
K~; Cn(KO)x C;; M,;; m = mO 
K~(n=2r);Dm =D(Mm,Mm_,); m=m' 

6. C~,(K,,; s = 1 PI. t = I; J; P = T = I, if n is odd): 

K,,; C~(K)XC; 
K 12; S(M';;,M:: m); m=mo 

K2l (n=2r); SID,; I,),S(D,/,;ux), S(D,,/,,D,,/,;u,), 

S(Dm,D,_m;ux ); m=m' =1, I, ... ,!(r-I) 
K,,(n = 2r); SID,; 17,), S(D,/"D,,/,; uy)' S(D'j2; uy) 

S(Dm, D,_m; uy); m = m' 

7. C~;(K,; t = I; I; T = I, ifn is even) 

K,; C~(K)XC, 
K,; S(M";,M:: m); m=mo 

8, C~, (K,,; s = ! P L t = ! 5, ; I; 5 = I, if n is odd): 

K,,; C~(KtlxC, 
K,,; S(M';;,M";;); m=mo 

K,,(n = 2r); C~,(K,)XC, 
K,.(n=2r); S(M,,;,M,;;_,); m=mo, -r<m°(r 

K,,(n = 2r); S(Dm; I,); m = m' = l' I, ... ,r 
Knln=2r); S(Dm;u,); m=m' 
K,,(n = 2r); S (Dm; ux ); m = m' 
K,.(n = 2r); S(Dm' Dm; uy ); m = m' 

9. Dn(KO): 
KO; A" A" B" B" Em; m = m* =~, I, ... , !(n - I) 

10. D;,(K,;t= !S,1]J) 
K,; S(AtI, S(A,), SIB,), SIB,), StEm; I" Uy ); 

m = m* = l' I, ... ,(r -1) 
K,;S(A"A 2 ),S(B" B,), S(Em,Em; Uy , I,); m = m* 
K3 ; SIAl' B2), S(A2' Btl, S(E,/,; 17,), S(E,,/2' E,,/,; Ux) 

StEm' E,_m; 17" Ux); m = mt = l, I, ... , l(r- I) 

K4 ; SIAl' B,), S(A" B,), S(E,/,; 17,), S(E,,/,, E,.I'; 17,) 

S(Em,E,_m; 17" 17,); m=m t 

II. D~, + , (K): 
K; SIAl)' S(A 2), SIB"~ B2 ), StEm; I" Uy ); m = m' = 1,1, ... , r 

12. Dt(K): 
K; S(A,), S(A,), SIB"~ B,), StEm; R m, UyRm); m = m* = l, 1, ... ,(r -1) 

13. DL, (K,; t = ! 1]1l 
K,; S(A.), S(A,), SIB,), SIB,), StEm; R m, UyRm); m = m' 

K,; SIAl' A,), SIB"~ B,), StEm' Em; uyRm' Rm); m = m' 

14. Dn;(K~; s = ! p, rl; P = 1, if n is odd) 

192 

K~; Dn(KO)XC;; A,±,At,B,±,Bl,E,;; 

m = m* = l' I, ... , lIn - I) 
K~; DA=D(A"A,), DB=D(B"B,), D,;Y=D(Em; ±uy); m=m* 
K~(n = 2r); DI2 = D (A" B2 ), D2l = D(A" Btl, D i7,' = D(E,/2; ± 17,) 
D:".,_ m = D(Em• E,_m; 17,); m = mt = 1,1, ... , W - I) 
K~(n=2r); D"=D(A,,B,), D,,=D(A2,B,), D/;,x=D(E,/2; ±ux); 

D';" ... _m =D(Em,E,_m;ux); m=m t 
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15, D ~,. ;(K,,; s = 1 p, r L t = ! 5, 1], ; ll: 
K,,; D;,(K,)XC; 
K,,; S(A ,+, A ,-I, S(A ,+ ,A 2 I, S(B,+, B ,-I, S(B,r, B ,-I, 

S(E,,;, E,;;, 1"uyl, m = m* = l, 1, ... , r-l 
K 13 ; D;,(K,IXC, 
K'4; S(A ,±, A }-), SIB ,±, B }), S(E,;;, E,;;; u V ' I,): m = m* 
K,,; D;,(K3 IXC, 
K'6; S(A,±,B,+I, S(Al,B,TI, S(E";,E,_m;u,,uxl; m=m* 
K 17 ; D;,(K4IXC, 
K,.; S(A,±,B,+I, S(At,Bn, S(E";,E,_m;u,,u,l; m=m* 

K2I ; S(D .. ; 1,1, S(DB; 1,1, S(D:'Y,D,;;'; I"uy ); m=m* 
K,,; S(D .. ; 17,), S(DB; 17,), SID ,!,v; I" uy); m = m* 
K,,; S(D .. ; 17,), S(DB; 17,), SID ,;;y, D ,;;Y; uY' I,); m = m* 

K'4; S(D .. ,D .. ;uyl, S(DB,DB;uyl, S(D,;Y, D,;y; uY' 1,); m=m* 

K,,; S(D .. , DB; uxl, SID ,;;l'; 17,), SID ,;;l', D ,;/l'; 17.), 

SID .!.Y, D ,±Ym; 17" uxl; m = m' = l, 1, ... , Mr - 1) 

K 26 ; S(DA,DB;ay), S(D';;-Y,D,.--:: __ Ym;Uz'CTx ); m=m* 
Kn; SID"~ DB; I,), SID ,;;L uxI, SID ,;;l'. D '~/l'; 17,) 

S(D!Y,D/_Ym;ux'uz); m=mt 

K,.; S(DA' DB; a,), S(D,,;y,D-, Ym;O',,17z ); m=m* 

K,,; S(D'2; 1,),S(D,,; 1,),S(D,j~; I,), S(D,~~,D',/~;uy) 

S(D:"., m;14,17,Xuy); m=m'=l,I, ... ,!{r-ll 
K,,; SID,,; 1,), S(D,,;u,), S(D,>~,D,/~; 1,1, S(D,;:';;u,.1 

S(D:" ... m;u,XI" I,Xuy ); m=m' 
K33 ; S(D",D21 ; I,), S(D,/~;D,,/;;u,.),S(D,j;,D,j~; I,) 

S(D~,r m,D~.r m;uzXuy, 14 ); m=m t 

K'4; SID"~, D21 ; 17,), SID ,;;,~, D ,;;,~; uyl, SID ,jL D ',I;; 1,1 

S(D:,.r m,D~.r m; 12 XO"y,uz X1 2 ); m=mt 

K 15 ; SID,,; 17,), SID,,; ux)' SID ij;; 0',), SID ,::,,;, D ~/;; uxi 

S(Dm .. r-- m; Ox Xaz ' Cly Xaxl; m = m+ 

K'6; S(Dw D,,; 17,.), S(D", D21 ; uy), SID ,>~, D '/~; 17,) 
S(D r/~' D r/~; ax)' S(Dz"" r _ m' D~, r _ m; ay XOz' ax Xaz); 
m =m' 

Kn; S(D."D2 ,;17x), SID,/~,D,/;;uA)' S(D,j~,D,);;u,) 

S(D!n,r m,D!n,r m;ay X(7x,ax Xaz); m=mt 

K,,; SID'2,D,,;uy), SID,/~;ux)' SID'~/~,D ;17,) 

S(D:"., m;u,Xux,uyXu,); m=m' 

K4,; SID,,; I,), SID22 ; 12), SID ,j{; 12), SID ,::,,~, D ~/;; uy ) 

S(D: ... m; 14 ,17, XU,.); m = m+ 

K4 ,; SID,,; 17,), S(D22; 17,), SID '/;' D '/;; I,), SID '~/;; 17,.1 

S(D: ... m;uzX1"I,Xuyl; m=m t 

K,,; SID", D,,; I,), SID ,::,,;, D '~/;; 17,), SID ,j;; 1,1 

S{D:,r m,D:,r m;(7zXo.v,14); m=mt 

K44; S(D",D22;u,), S(D,/;,D,,:/;;u,), S(D,~/,D,./;; 1,1 

S(D';" ... _m,D';"., m; l,xuy,u,XI,); m=m' 

K.s; S(D", D,,; ux), SID ,>;, D '/;; 17,), SID ,;;;, D '/;; uxl 

S(D:-n, r- m' Dx""r_m; ay Xa" ax XaJ; m = mt 

K4,,; S(D",D22;u,), SID,j;;uz )' S(D,:";,D,>;;17x ) 

S(D:., m; Ux xu" uy XUxl; m = m' 
K47; SID,,; 12 ), S(D,,;ux)' S(D~);;Uxl, S(D;>;,D;;;;u,l, 

S(D"':n,r_m;axXO"x,ayxaz); m=m t 

K4S ; S(D", D,,; uy ), SID", D22; Oy), SID '/;' D '/;; ux ) 

S(D/;;;, Dr~;; (7zJ, S(D~., m' D:n,r_m; lIy XlIx, ax X lIz); 

m=mt 

16. D;'+I.,(K,,;s=i r!.t=!;ll: 
K,,; D;,+, (K,)XC; 
K 12; S(A ,+ ,A ,-I, S(A,+,A, ), SIBt,B}), SIE':;,E,;,; 12 ,17,); 

m = m' =~, I,.", r 
K 2 ,; S(D .. , I,), SIDB, DB; ux/,S(D';' Y,D m "; 1,,17,); m=m' 
K22; S(DA; uzl, S(DB; uy), SID ,;Y; 1,,17,); m = m' 
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TABLE II. (conl'd.) 

17. D~r.i(K,,;s= I rl,t= It)): 

K I1 ; D~r(K)XCi 

K 12 ; S(A I+,A n, S(A t,A ,-I, SIB I±' Bi),S(E;:;, E;;;; Rm, ayR",) 

m = m* = ~, I, ... , r - ~ 
K,I; S(DA; I,), S(DB,DB;ax)' S(D;:;y,D;;;';Rm,ayRm); m=m* 
K,,; S(DA;az ), S(DB;ay), S(D,;y;Rm,ayRm); m=m* 

18. Dt+'.i(K,,;s= \ r},t= 11J,tll 
K I1 ; D~r+ dKdxCi 
K 12 ; S(At,A,-), S(A,+,A,-),S(Bt,B,-), S(Bt.B;). 

S(E;:;.E;;;; a,Rm); m = m' = p ..... r 

K 13; Dir+,(K,)XC, 
K'4; S(At,Al), S(BI±.Bl), S(E;:;,E;;;; a,R",. Rm); m=m' 
K,I; S(DA; I,), S(DB; I,), S(D;:;Y,D;;;Y;Rm,a,R",); m=m' 

K,,; S(DA;az )' S(DB;az )' S(D';;';R."ayRm); m=m' 

K 23 ; S(DA; ax)' S(DB; ax)' SID ;:;'. D ;;;'; a,Rm• Rm); m = m' 

K'4; S(DA' DA; a,). S(DB' DB; a,), SID ,;;', D ,;;'; a,Rm, Rm); m = m' 

19. T(KO): 
K O; A. B,. B,. T. EI/" E;I, =EI/,XB,. E;'/2 =EI/,XB, 

20. T"(K): 
K; SIAl. S(B,.B,), SIT; 13), S(EI/,;a,), S(E;/2.E;'/2;ay) 

21. T"(K): , 
K; S(A). SIB,), SIB,). SIT; C!), S(E'/2; Z). S(E;I,; Z). S(E;'/2; Z) 

22. Ti(KO): 
KO; T(Ko)XCi ; A ±,B,±,Bl, T±.E,7"EVi.E;'/f 

23. T~(K,; t = 11lll: 
K,; T"(K)XC, 
K,; S(A +, A -I. SIB I±' Bl), S(T+, T-; 13), S(E I;;" E ,I,; a,) 

S(E ;/~' E ;'/f; ay) 

24. TJ(K,; t = 11lll 
~;T"X~ , 
K,; S(A +,A -I, S(Bt,Bn, S(Bt,B,-), S(T+, T-;C~), 

S(E I;;" Ell,; Z), S(E ;Ii, E ;/2; Z), S(E;'/L E;'/2; Z) 

25. 0 (KO): 
KO; A" A" E, T" T" E'/" E;/2 =EI/,XA" Q=E'/2XE 

26. be(K,; I = l~ j): 
K,; S(Ad, S(A,), S(E; I,), SIT,; 13), SIT,; 13), S(E'/2; a,), 

S(E;/2;a,), S(Q;ayXI,) 

K,; SIAl' A,), S(E, E; ay), SIT"~ T,; 13), S(EI/" E ;/2; a,), 

S(Q, Q; ay Xa,) 

27. Oi (K~; s = IP j): 
K~; O(KO)xC,; A 1±,Al,E ±, T,±, Tl,E 17"E;/~' Q ± 

K~; DA =D(A"A,), Dl'=D(E; ±a,), Dr =D(TI' T,; 13 ) 

D,/,.,/2 =D(E'/"E;/2; I,),D&,'=D(Q; ± I,xay ) 

28. O~ (K,,;s=IPl,t=I~,tll: 
K II ; O'(KdXCi 
K 12 ; S (A t ,A ,-), S(A,+, A,-), S(E +, E -; I,), SIT t, T ,-; 13) 

S(T,+,T,-;1 3 ), S(E,;;"E,/,; a,), S(E;,i,E;12;a,) 
S(Q +, Q -; a, X I,) 

K 13 ; O'(K,)XCi 
K 14; S(A 1±,Al), S(E+,E-;a,), S(T I±, T,Cf'; 13) 

S(E 17" E ;}~; a,), S(Q +, Q -; a, Xa,) 
K 2I ; S(DA; I,), S(D!.Y, Di'; I,), S(DT; 16), S(DI/'.I/2; I,Xa,), 

SID JY, D QY; ay X I,) 

K,,; S(DA;az )' S(Dl'; I,), S(DT;az XI 3 ) 

S(DI/2.I/,;aZ Xay), S(DJ";ayXI,) 
K 23; S(DA;aX )' S(D!.Y,DiY;ay), S(Dr: ax XI 3) 

S(DI/,. 1/2; ax Xa,), SID (5Y, D Q y; l7y Xl7y) 

K'4; S(DA,DA;ay ), S(D1Y,D1Y;l7y ), S(Dr ,Dr ;I7,XI 3 ) 

S(DI/,. II" D I/2. ,/2; 17, Xl7y ), S (D J", D J' '; ay Xu,) 

(i) All unirreps given for the ordinary unitary point groups are defined in I and II. All counirreps given in the table are for T = 1. 
(ii) mO, m*, m', and mt are integers or half-integers defined by - ~n < mO<~n, m* =~, I, ... ,!(n - I), m' = !, I, ... ,r, mt = p, ... ,W - I) for a given integer nor 
r. 
(iii) no (ne) and ro (re) are odd (even) integers. 
(iv) The unirreps Em of Dn given in (8) are defined by 2X 2 matrices Mim taking the integral part ofj even [see Eq. (11) of Ref. 2]. 

(v) When two transformation matrices are given for a set ofcounirreps such asinS (Em; I" ay ) with m = m* for K, of D ~r in (10), the first one is for every inte

gral m and the second one is for every half-integral m. 
(vi)D,;;' = D(Em; ± l7y) in (l4)meansD ;:;' = D(E.,; 17,) andD;;;y = D(Em; -l7y).S(A ,±, A i)in(IS) meansS(A t, A,- )andS(A ,-, A,+), The ( ± lin 

the remaining notations should be unden;tood similarly. 
(vii) The transformation matrix Rm in (12), (13), (17). and (18) is defined by 

R = [cos(1Tmln) 
m sin(1Tmln) 

- Sin(l1mln)]. 
cos(l1mln) 

(viii) The transformation matrixZin (21) and (24) is defined by Z = 2- :/2(l7y - il,) if the basis of EI/2 is [,p+(~, ~),,p_(!, !)] andZ = i2- I/ '(I7, - 17,) if the basis 
is [,p (!, !),,p (!, -!ll (see Ref. 12 of the previous work4

). The matrix C! in (21) and (24) is defined by 

[
0 - I 0] 

C! = I 0 0 . 
o 0 I 

(3.6) 

It should be noted here that in general the coefficient 7 is the 
only coefficient which does not affect the transformation 
matrix N(a). This fact will be utilized below to simplify the 
tabulation of the projective counirreps. 

The projective counirreps of G $ given by the vector 
counirreps of G" thus determined for those listed in Table I 
are given in Table II together with the projective unirreps of 
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the unitary point groups determined previously.2 These are 
classified by the classes of factor systems specified by the 
representation of the coefficient set {a j l in the representa
tion groups. It is noted, however, that only those counirreps 
belonging to the classes (90 of them) with 7 = 1 are tabulated 
in Table II. Let us call two classes mutually dual if they differ 
only in the coefficient 7. Then the counirreps belonging to 
the class K ' with 7 = - 1 follow immediately from those of 
its dual K with 7 = 1. In general a class K and its dual K ' are 
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p-inequivalent except for a few cases [e.g., C~~+ I in Table 
1(2)]. In such a case, 7 is fixed to 1. 

Since several coefficients a j are involved in specifying a 
class, it is necessary to introduce a convenient system of no
tation for expressing a class: For example, according to Ta
ble I( 15), the representation group D ~~ i has a set of six coeffi
cients I fl, y; S, 1], ;; 7 J, where the subset s = I fl, y J 
characterizes the unitary representation group D ir,i' the 
subset t = Is, 1],; J characterizes the defining relations lin
ear in a, and finally 7 characterizes a2

• As one can see from 
Table I or II, this is the most complicated case. Usually fewer 
coefficients are contained in each subset s or t and frequently 
there exists only one subset s or t or none besides 7. In the 
extreme cases even 7 is fixed. In any case, each representa
tion of the subset s or t may be denoted by a number such that 
for a one-member subset,} = I a I J ' 

1=!1J, 2=I-ll; (3.7a) 

for a two-member subset,} = I aI' a 2 J, 
1 = II, 1 J, 2 = 11, - 1 J, 3 = I - 1, 1 J, 

4= 1-1, -IJ; (3.7b) 

and for a three-member subset,} = I a I' a 2 , a 3 1 , 
1=11,1,11. 

3 = 11, - 1, 1 J, 
5=I-l,I,IJ, 

7 = I - 1, - 1, II, 

2 = 11, 1, - 1 J, 

4 = II, - 1, - 1 J, 
6 = I - 1, 1, - 1 J, 
8 = I - 1, - I, - 1 J. 

(3.7c) 

There exists no subset with more than three members. Now a 
class specified by a representation of sand t and 7 = 1 is 
denoted by Ks, and its dual with 7 = - 1 is denoted by K ;,. 
Analogously, a class involved with one subset t is denoted by 
K, and a class with no subset besides 7 is denoted by K and 
their duals are denoted by K ; and K " respectively. If K and 
K' are p-equivalent, we denote it by K -K '. Finally, the 
classes of the unitary point groups are denoted by K ~ or K 0. 

Obviously no dual can exist for these unitary classes. Table 
II contains a total of90 classes offactor systems for G s and a 
total of 13 classes off actor systems for the unitary point 
groups. 

It is worthwhile to illustrate Table II through an exam
ple. According to Table II( 10) the group D ~r has a total of 
eight classes of factor systems given by K, and K ;, where 
t = Is, 1] J. The counirreps belonging to one of them, say K2 
(s= 1,1]= -1,7= 1),aregivenby 

S(A I ,A2 ), A (BI' B2 ), StEm, Em; (7y' 12 ), 

m = m* = ~, ... , r - ~. (3.8) 

The class structure (or the type distribution of the class) may 
conveniently be denoted by 

(3.9) 

where c, b denote the types of the counirreps, their subscripts 
denote the dimensions of representation, their superscripts 
denote the numbers of the respective types, and finally, the 
left half of the bracket contains the integral counirreps for 
which e = 1, and the right half contains the half-integral 
counirreps for which e = - 1. It should also be noted that 
the last (2r - 1) counirreps given in (3.8) contain two trans-
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formation matrices (7y and 12, In such a case, the first one (7y 

is for every integral m and the second one 12 is for every half
integral m. One can immediately write down the counirreps 
belonging to the dual class K i from (3.8) as follows: 

S(A I ,A2), S(BI' B2 ), StEm; (7y' 12), m = m*, (3.10) 

keeping in mind that..::l V(a2) = -..::l VIe). The type distribu
tion is given by (c~ a; - Ila;). 

It is worthwhile to comment on the dimensions of the 
projective corepresentations of G s. According to Table II, 
one-dimensional projective counirreps of G S occur only for 
the vector corepresentations. This can easily be shown. Ex
cluding these trivial cases, the dimensions of the projective 
counirreps are all even and limited to 2, 4, 6, 8, and 12. The 
highest dimension 12 occurs for O~. For the projective unir
reps of the ordinary unitary groups, the dimensions are li
mited to 2, 4, and 6 except for the trivial cases of the vector 
unirreps,2 for which the dimensions are limited to 1,2, and 3. 

4. APPLICATION TO MAGNETIC SPACE GROUPS 

As is well known, the counirreps of a magnetic space 
group of wave vector M (k ) can be regarded as the projective 
counirreps of the corresponding magnetic point group be
longing to a certain factor system. The present results given 
in Tables I and II specialized for the crystallographic point 
groups provide all the counirreps of any M (k ). It is only nec
essary to determine the appropriate gauge transformations 
which connect the generators of M (k ) with those of the corre
sponding representation group G so given in Table I. In order 
to use the isomorphisms described by (2.2), it is necessary to 
classify the crystallographic magnetic point groups in terms 
of the new system of symbols HZ. For convenience we have 
expressed their international symbols in terms of HZ in Table 
III. This table is a special case of the more comprehensive 
one given by Table I of Ref. 4. 

To illustrate the procedure of obtaining the counirreps 
of M (k ) from Tables I-III, we shall use some typical exam
ples taken from the tables of irreducible corepresentations of 
magnetic space groups given by ML (Miller and LoveS). We 
shall follow the notations used by them for the magnetic 
space groups as well as for the special points of the Brillouin 
zone. In using their tables, caution should be exercised, since 
the generator sets of M (k ) given by ML are in general not in 
agreement with those given in Table I. It is also noted that 
ML give the matrix corepresentations explicitly only for the 
generators while the present general expressions given in Ta
ble II provide the corepresentations for all the unitary ele
ments and the anti unitary augmenting operator a through 
the unirreps of the point groups given in I. These are suffi
cient to construct all the basis functions belonging to any 
given counirrep as discussed in IV. 

Example 1: Group (76) 9; P 4~ : From Table III, the cor
responding GS is identified as Ci. According to Table 1(3) 
this is one of the most simple cases where G S has only one 
class offactor systemsK (-K '). From Table 11(3) thecounir
reps of Ci are given by 

(4.1) 

with the type distribution (a lb2 Ic2 ). Let us consider the wave 
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TABLE III. The crystallographic magnetic point groups.' 

No. Int. Present No. Int. Present No. Int. Present 

I' C' I 21 4m'm' C" • 41 6'2'2 D~ 

2 2' cr(Cn 22 4'2'm q" 42 62'2' C" 6 

3 m' q(C;) 23 4'2m' DP 
2 43 6'm'm CL 

4 21m' C' 2 24 42'm' C~P 44 6m'm' C" 6 

5 2'Im' C~(C;) 25 41m'mm C~v 45 6'm'2 DP 
3 

6 2'Im C'IP 26 4'Imm'm Di, 46 6'm2' q" 
7 22'2' C" 2 27 4'Im'm'm D~p 47 6m'2' C~p 

8 m'm'2 C" 2 28 41mm'm' C:, 48 61m'mm C~v 
9 m'm2' C~p 29 41m'm'm' D~ 49 6'Imm'm D~p 

10 m'mm C~v 30 3' 
11 m'm'm C~i 31 32' 
12 m'm'm' D' 2 32 3m 

13 4' C'j 33 3'm 

14 4' CP 
2 34 3'm' 

15 4'lm C'j, 35 3m' 

16 41m' C~ 36 6' 
17 4'lm' C~p 37 6' 
18 4'22' Dq 

2 38 6'lm 

19 42'2' C~ 39 61m' 

20 4'm'm C'L 40 6'lm' 

a The grey groups are not listed. 

vector groups M (k ) at high symmetry points GM = (0,0,0), 
M = (!, !, 0), A = (!, !, !), and Z = (0, 0, !) of the Brillouin 
zone. From the symmetry elements (c2100!), (Oc4100!) = a of 
M (k ) and the defining relations for the generators of C i' 
given in Table 1(3), we have the following one-to-one corre
spondences, 

(c2100!) = x, E = e at GM or M, (4.2) 

(c2100!)= -x, E= -e atAorZ, (4.3) 

where E is the 211' rotation for M (k ) while e is the 211' rotation 
for C i. All the counirreps of M (k )'s are given by (4.1) with 
appropriate gauge factors given by (4.2) and (4.3). The type 
distributions for M (k = GM or M) are given by (a l b2 Ic2 ) 

while those for M (k = A or Z) are given by (c2 la Ib2)' These 
results are equivalent to those given by ML. On account of 
the isomorphism a similar treatment may be given for M (k ) 
belonging to C ~ . 

Example 2: Group (222) 99; Pn3'm: The corresponding 
magnetic point group is a grey group 0 ~. Let us consider the 
wavevectorgroupM(k )atR = (!,!, !). In the previous work2 

we have considered the unirrep of the space group 222 at R. 
From the symmetry elements of M (k ) and the defining rela
tions of 0;' given in Table 1(28), we have the following one
to-one correspondence: 

(~IOOO) = x, (L1 YZ IOOO) = y, (I I!, !, !) = i, 

E=e, O=a 

with the coefficient set 

(3=-1, (5,;)=(1,1), 1'=1. 

(4.4) 

(4.5) 

Thus, the counirreps belonging to K21 of 0 ~ given in Table 
11(28) provides all the counirreps of M (k ) with the correspon
dence (4.4) without any gauge factors. The type distribution 
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C' 3 50 6'lm'm'm Dj, 
C" 3 51 6Imm'm' C~I 
C" .1 52 6Im'm'm' D' 6 

C~u 53 m'3 T 
D' 3 54 4'32' T' 

C~i 55 4'3m' P 
cq 

.1 56 m'3m T' p 
CP 

.1 57 m3m' T7 
C~p 58 m'3m' 0' 
C' 6 

C'l, 

is given by (a2c4a6Ia4Cg) which is in agreement with that given 
byML. 

Example 3: Group (194) 266; P 6~/mm 'c: The magnetic 
point group isD ~p which is isomorphic to D ~ . LetM (k ) be at 
A = (0, 0, !). From the symmetry elements of M (k ) and the 
defining relations for D ~p (=-D ~') given in Table I( 10), we 
have the following one-to-one correspondence: 

(c6 100!) = ix, (c~ 1000) = i y, E = - e, a = 01 
(4.6) 

with the coefficient set 

($',17)=(1,-1),1'=-1, (4.7) 

which identifies K; of D ~p. Thus, from K2 given in Table 
II( 10) we obtain for K; of D ~p 

S(AI' A2), SIB), B2)' S(E); 12), S(E2,12), 

S(EI/2; O'y), S(E3/2; O'y), S(ES/2; O'y) 
(4.8) 

with the type distribution (c~ a~ la~). From (4.6) and (4.8) fol
low all the counirreps of M (k ) with the type distribution 
(a~ 1 c~ a~ ) since E = - e. Analogous treatments may be giv
en for M(k)'s belonging to D ~P' D~, C~v' and C~v' all of 
which are isomorphic to each other. 

5. CONCLUDING REMARKS 

This work demonstrates once again the effectiveness of 
the new system of classification introduced previously3,4 for 
improper as well as for antiunitary point groups which is best 
suitable for describing their isomorphisms. We are able to 
describe the representation groups of all finite point groups 
by those of eight unitary and 20 anti unitary characteristic 
sets of the point groups in Table I (the icosahedral group is 
excluded). These are given by the defining relations of the 
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abstract group generators which are common to all point 
groups isomorphic to each other. Then, by means of the 
modified theory of induced representations introduced in II 
and IV, we are able to present in Table II the general expres
sions of all p-inequivalent projective unirreps or counirreps 
of all those 28 point groups in terms of the unirreps of the 
proper point groups previously determined in II. 

The present results are more than sufficient to find all 
the unirreps or counirreps of any space group (unitary or 
antiunitary) of wave vector through simple gauge transfor
mations. Here it is essential to identify the point groups cor
responding to respective space groups in terms of the new 
system of classifications. Table III provides the identifica
tion of the international notations of the crystallographic 
magnetic point groups in terms of the new system ofnota
tions H '. As one can see from Table III, it is hardly possible 
to recognize their isomorphisms from the international sym
bols alone. 

The present work can easily be extended to calculate the 
projective counirreps of the magnetic point groups of infinite 
order. This problem will, however, be discussed in a forth
coming paper, since they are mixed continuous groups and 
thus construction of their representation groups requires 
somewhat different algebraic manipulations from those used 
in this work. 

Note added in proof In constructing Table II, the re
quired matrix representtions of the halving subgroups are 
determined from those of the point groups given in Ref. 1 
through the following realizations of the abstract group gen
erators (x, y, and s): x ++ the highest axis of rotation e~ in the 
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z direction for every point group, y ++ ~ for Dn or y ++ ~Y' 

for Tand 0, s ++ Ie?' for Ti • Accordingly, their respective 
matrix representatives thus determined should be assigned 
to any group generators represented by x, y, and s, when we 
use Table II. Such a realization seems essential for the defi
nite identification for the coefficient elements a i of the repre
sentation groups, whose values classify the classes of the fac
tor systems given in Table II. This note applies also for the 
projective unirreps given in Ref. 2. 
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A general condition for irreducibility of vector and projective corepresentations of an anti unitary 
group is presented. It depends only on the characters of the unitary halving subgroup of the 
covering group. It reduces to the well known type criterion of corepresentations when it is 
specialized to the three types of corepresentations. 

PACS numbers: 02.20. + b 

1. INTRODUCTION 

The theory of corepresentation of an antiunitary group 
was formulated by Wigner.I He has shown that there exist 
three types of irreducible unitary corepresentations (counir
reps), which can be constructed from the irreducible unitary 
representations (unirreps) of the halving subgroup of the an
tiunitary group. Almost of all work on corepresentation has 
been carried out using this approach. In particular, a great 
deal ofwork2- 10 has been carried out up until recently on the 
"type criterion" for determining which of the three types is 
realized for a given unirrep of the halving subgroup. A more 
general approach to the corepresentation theory based on an 
extended version of Schur's lemma was formulated by Dim
mock.6 He has obtained the general orthogonality relations 
for counirreps. He has concluded, however, that "the ortho
gonality relations have an inconvenient form and further de
velopment of the representation theory of non unitary groups 
along these lines has so far proven untenable." Since then 
such a general approach has unfortunately been discontin
ued. 

In this work, we shall resume the general approach ini
tiated by Dimmock and deduce a general condition for a 
corepresentation to be irreducible. It will be shown that the 
condition depends only on the characters of the elements of 
the halving subgroup which is unitary. It is a simple general
ization of the corresponding condition for an ordinary repre
sentation of a unitary group. Lack of such a simple condition 
must have been a big pain in the theory of corepresentation. 
For example, Bradley and Davies,7 who first rigorously 
proved the irreducibility of the three types of corepresenta
tions had to show that it is impossible to construct the trans
formation matrices which reduce them. It is also very satis
fying to see that the type criterion follows naturally from the 
irreducibility condition when it is specialized for the three 
types of corepresentations. Previously, the type criterion has 
been introduced heuristically.5.6 

In Sec. II we shall first extend the orthogonality rela
tions of the counirreps to the projective ones through a cov
ering group extended by an abelian unitary group.Il.12 Then, 
from the orthogonality relations of the characters of the cov
ering group we shall deduce the irreducibility condition for a 
projective corepresentation in general. As an application, we 
shall give in Sec. III an easy prooffor the irreducibility of the 
three types of corepresentations. Here, we base our argu
ments on the modified forms of the corepresentations recent-

ly introduced by the author. 13 In the process of the proof, the 
type criterion comes in as an essential part of the irreducibi
lity condition. The criterion thus obtained is applicable to 
any projective corepresentation. 

2. THE IRREDUCIBILITY CONDITION FOR PROJECTIVE 
COREPRESENTATIONS 

It is well known 11 that for any group G a covering group 
G' can be constructed such that all the irreducible projective 
representations of G can be found from the vector represen
tations of G '. This theorem can be extended to the projective 
counirreps of an anti unitary group 14 M. Thus we may dis
cuss the irreducibility condition for the projective corepre
sentations of an antiunitary group M via the vector counir
reps of a covering group M' without introducing cumber
some projective factors altogether. In the following we shaH 
first descripe a covering group extended by a unitary abelian 
group in some detail as a preparation. 

Let an anti unitary group M = (m J be defined through 
its halving subgroup H = (h J, which is unitary, as foHows; 

M = H + aO H, (2.1) 

where aO is an anti unitary operator. Let M' = (m' J be an
other antiunitary group defined by 

M'=H'+aH', (2.2) 

where H' = (h ' J is the halving subgroup of M' and a is an 
antiunitary operator. Let Tbe a unitary abelian group which 
is contained in the center of M', then it is also contained in 
the center of H'. If there exists an isomorphism such that 

(2.3) 

then Mis caHed a covering group of M extended by the abe
lian group T. Analogously, 

H'/T"'"H, (2.4) 

hence H' is also a covering group of H extended by T. Now 
let M = ! in 1 and H = f Ii J be the sets of the respective coset 
representati ves of M' and H' with respect to T. Let these be 
chosen such that 

M=H +aH. (2.5) 
In general, M and H may not close. On account of (2.3) and 
(2.4) however, there exists one to one correspondence, 

i.e., 
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(2.6) 

and 

aOh+-+ah. 

such that if D (m') is a vector counirrep of m' EM' belonging to 
a definite unirrep of T, then m-D (m) provides a projective 
counirrep of M belonging to a factor system defined by the 
unirrep of T. Analogously, let.J (h ') be a vector unirrep of 
h 'EB',thenh-.J (h ) provides a projective unirrep ofHspeci
fied by the unirrep of T. 

With the preparation given above we shall now discuss 
the orthogonality relations of the projective counirreps. Let 
Dli) (m') and DI!) (m') be two inequivalent counirreps of 
m'EM'. Then, from their orthogonality relations given by 
Dimmock6 we can easily derive the following orthogonality 
relations for the projective counirreps D II) (m) and D iii (m) of 
mEM: 

hEH 

hEH 

where di is the dimension of D Ii) and 1M I is the order of the 
group M. The original orthogonality relations due to Dim
mock is recovered if we replace h and a by hand aO

, respec
tively. Taking the traces of (2.7) or (2.9), we obtain 

(2.10) 

hEH 

(2.11) 

hEH 

(2.12) 

whereK' andK j aretracesofD(I) andD{j), respectively. Since 
(ah)2 belongs toH', Eq. (2.12) depends only on the elements 
belonging to the unitary halving subgroup H' of the covering 
group M'. This fact makes the theory tenable for deducing 
the irreducibility conditions, since Eq. (2.12) serves as the 
necessary and sufficient condition for D II) to be irreducible as 
it will be shown below. 

Let D be a unitary corepresentation of M' correspond
ing to a definite unirrep of the abelian group T and K be its 
character. Let ni be the number of times a counirrep Dlil 
appears in the reduced form of D. Then, 

(2.13) 
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(2.14) 

In view of (2.12). let us define a sum S (D) by 

S(D) = (_1_) I [IK(h W + K((ah )2)). (2.15) 
IMI __ 

hElf 

Then, from (2.13) and (2.15) we have the following inequa
lity: 

(2.16) 

where the equality occurs if and only ifn7 = n, for all i. Thus, 
the corepresentation D of M' (or the projective corepresenta
tions of M) is irreducible if and only if the sum takes its 
minimum value 

SID) = 1. (2.17) 

I t is a simple extension of the ordinary irreducibility condi
tion for a unitary representation. It should be noted that only 
the second term in the bracket on the rhs of (2.15) may de
pend on the factor system. If necessary, one may express the 
second term in terms of the character K(m) of the projective 
counirrep D (m) of mEM as follows: 

K((ah )2) = [aOh,aOh ]K( (ah )2), (2.18) 

where [aoh. aOh] is the projective factor for the product 
D(ah )D(ah )*. As it will be seen in the next section. this sec
ond part is related to the type criterion of the counirreps. 

3. APPLICATION TO THE THREE TYPES OF 
COUNIRREPS 

By the irreducibility condition (2.17) we shall first give 
an easy proof for the irreducibility of the three types of the 
counirreps of M' and at the same time deduce the well known 
type criterion first introduced by Dimmock and Wheeler in 
its most general form. We shall base our argument on the 
modified form of the three types of counirreps recently intro
duced by the author. 13 

Let [.J v (h ')) be a complete set of the unirreps of the 
halving subgroup H ' of M' belonging to a definite unirrep of 
the abelian group T. Then • .JV(a-1h 'a)* is also a unirrep 
equivalent to one of the given unirreps, say.J~, of H'. Thus, 
there exists a unitary matrix N(a) such that 

.JV(a-1h 'a)* = N(a)-I.J~(h ')N(a) (3.1) 

forallh 'EB '. Since two unirreps.J v and.J~ are connected by 
N (a), we arrive at a corepresentation of M' given by 

D IV.~I(h ') [.J v~h ') 

D Iv.~I(a) = [ 0 
N(a) 

There exist three cases: For case (a), v = fL, N (a)N (a)* 
= .J v (a2

), we have two counirreps 

(3.2a) 

(3.2b) 

DIV±I(h')=.JV(h'); D(v±l(a)= ±N(a) (3.3) 

which are mutually equivalent. For case (b), v = fl. 
N(a)N(a)* = - ..::1 v (a 2

), wehaveDlv,vl which is a special case 
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of(3.2). Finally for case (c), v=f=fL, we have D(v./1-) as given by 
(3.2). The irreducibility of type (a) counirrep is obvious, while 
the irreducibilities of those of types (b) and (c) are not quite 
obvious.7 

In order to reestablish their irreducibilities via the irre
ducibility condition (2.17) we may rewrite the sum S (D ) for 
the three types of counirreps as follows, using the orthogona
lity theorem for XV(h') of H', 

Then, the irreducibility condition (2.17) reduces to 

case (a), 

case (b), 

case (c), 

(3.4a) 

(3.4b) 

(3.5) 

which is the well known type criterion in its most genral 
form and can be proven by a direct calculation in the usual 
manner.7 If necessary the above criterion can be rewritten in 
terms of the projective factor as in (2.18). 

Thus, we have established that the type criterion serves 
also as the irreducibility condition for the three types of the 
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counirreps. It holds for any projective counirreps of any an
tiunitary group. Thus, it is applicable to the single or double 
magnetic point groups as well as to the magnetic space 
groups. The previous results on the type criterion obtained 
by Dimmock and Wheeler and by Karavaev, Kudryavt
seva, and Chaldyshev8 and by others9,l0 are easily repro
duced from the above result. 

'E. P. Wigner, Group Theory and Its Application to the Quantum Mechanics 
of Atomic Spectra (Academic, New York, 1959), Chap. 26. 

2C. J. Bradley and A. P. Cracknell, The Mathematical Theory of Symmetry 
in Solids (Clarendon, Oxford, 1972), and references therein. 

3G. Frobenius and I. Schur, S. B. Dent Akad. Wiss. 49,186 (1906). 
4c. Herring, Phys. Rev. 52, 361 (1937). 
'J. O. Dimmock and R. G. Wheeler, J. Phys. Chern. Solids 23,729 (1962); 
see also Phys. Rev. 127, 39 (1962). 

6J. O. Dimmock, J. Math. Phys. 4,1307 (1963). 
7c. J. Bradley and B. L. Davies, Rev. Mod. Phys. 40, 359 (1968). 
"G. F. Karavaev, N. V. Kudryavtseva, and V. A. Cha1dyshev, SOy. Phys. 
Solid State 4, 2540 (1963). 

9p. M. Van den Broek, Lett. Math. Phys. 3,151 (1979). 
lOR. Dirl, J. Math. Phys. 22, 1139 (1981). 
"L. S. Lomont, Application of Finite Groups (Academic, New York, 1959), 

p. 230; see also G. L. Bir and G. E. Pikus, Symmetry and Strain-induced 
Effects in Semiconductors, translated from Russian by P. Shelnitz (Wiley, 
New York, 1974), p. 88. 

12S. K. Kim, J. Math. Phys. 24, 411 (1983). 
13S. K. Kim, J. Math. Phys. 24,419 (1983). 
'4 As is well known, such a covering group of minimal order is called a 

representation group of the original group. Recently, the author has con
structed all the representation groups of all magnetic point groups (except 
the Icosahedral group) and their counirreps; see "The unified theory of the 
point group. V," J. Math. Phys. 25,189 (1984). 
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The method ?f induci~g an. irred~cible representation of a group from that of a subgroup is 
extended. ThIs generalized InductIOn process is illustrated to occur in applications and to account 
:or so~e occur:ences of "intermediate" or "hidden" symmetry. Some general results are proved, 
IncludIng a recIprocity theorem relating general induction and subduction processes. 

PACS numbers: 02.20. + b, 02.30. + g 

1. BACKGROUND 

Frequently in physics and chemistry one encounters 
spaces invariant to a group ::§ of operators. Such a ::§ -invar
iant space is sometimes generated through the action of ele
ments of ::§ on a subspace of vectors (or kets) already symme
try adapted to an irreducible representation r a of a 
subgroup .# ~ ::§. In the case that this subspace has "no 
symmetry" other than this .# symmetry one expects the 
generated ::§ -invariant space to carry the so-called (regular) 
induced representation r <x! of ,~ . Now in practice it is some
times found that the resulting representation is not the 
group-theoretically definable ra! but rather a proper 
subrepresentation. Such occurrences have been termed! 
"nonregular induction" processes and have been said2 to be 
due to an "intermediate symmetry." One might ascribe such 
results to a "hidden symmetry" of the function or kets in
volved. 

One situation where nonregular induction occurs in
volves operators V for the crystal field potential around a 
central metal ion. Griffith2 takes Vas a sum of contributions 
from each of the ligand species surrounding the metal. For 
instance, the ligand species might be two fluoride ions and 
two cyanide ions arranged at the corners of a tetrahedron 
with the metal at the center. In this case V is of totally sym
metric a! symmetry with regard to the 'G 2" point group for 
the chemical complex; also V may be resolved into irreduci
ble tensorial components for the larger tetrahedral group 
Y::J 'G 2". Now a l of 'G 2" induces to a l T = a 1 + e + t2 of 
5-; but taking the individual contribution to V for the li
gands to be as for isolated ligands (with cyclic symmetry 
around the ligand-metal axis), one finds that the e-compo
nent does not occur. Griffith2 and later Clark3 found many 
further instances of such nonregular induction for various 
geometries and ligand arrangements. 

A second situation where nonregular induction fre
quently arises involves the construction of chirality func
tions/, such as are used to describe the optical activity of 
molecules. In one approach Ruch and Schonhofer4 takef to 
be expressed in terms of parameters Ii associated with the ith 
ligand occurring on a molecular skeleton; then they seekf 
which have a chiral symmetry with respect to (point-group
correspondent) permutations of the Ii' For instance five li
gands might be attached to the corners of a regular penta
gonal molecular skeleton, which has a permutation group 

-I Research supported by the Robert A. Welch Foundation of Houston, 
Texas. 

'G 5" corresponding to the skeletons point-group symmetry. 
In this casefis to have a (chiral) a2 symmetry with regard to 
'{;' 5,,' andf may be resolved into irreducible components for 
the larger symmetric group .7'5 ::J cr; 5,,' Now 
a2 T = 2[3,1,1]; but takingf to be the "simplest" function of 
the Ii (namely the a2-projection of II I;), one finds that only 
one [3,1,1] representation is generated from! Many exam
ples of such nonregular induction have been found 1.4.5. in
deed such occurrences motivate Ruch and Schonhofe;'s 
"qualitative completeness" concept. 

These two situations serve to illustrate the practical oc
currence of nonregular induction, and some additional ex
amples from physics and mathematics will be mentioned in 
Sec. 6. Our primary interest here is directed to the question: 
Is the process of nonregular induction something which 
must be addressed on an individual trial-and-error sort of 
approach or is there a general purely group-theoretic ration
alization of such occurrences? Although the former possihil
ity must be true in the most general case, we here point out a 
semiregular induction process that accounts for all practical 
cases of nonregular induction which we have examined. 

2. SEMIREGULAR INDUCTION AND SUBDUCTION 

The processes of interest are characterized in terms of a 
subgroup lattice 

/"§<~ 
.r! .1] (2.1) 

""- .~f/ 
where .01 and ,Uj} are two general subgroups of .'if , and 
g; = .wn,i/;J. Irreducible representations of .'f, ,cr, ,?I), and 
::;; will be labeled by corresponding Greek-letter lahels y, a, 
{J, and D; row and column labels for these irreducihle repre
sentations will have corresponding Latin-letter labels g, a, b, 
andd. 

Suppose that an irreducible space for r fJ of .':/1 is acted 
upon by elements of ,e/ to project a space of a particular 
symmetry a of ,01 and subsequently this ,01 -invariant space 
is acted on by elements of ,0/ to obtain a ;§ -invariant space. 
The (maximum possible) representation carried by this ,'9-
invariant space we define to be the semiregular induced re
presentation denoted by r fJ--

aT
( ::§). 

Next suppose an irreducible space for r y of ~ is sllb
duced (i.e., restricted) to a particular symmetry a of d, and 
subsequently this ,e/ -invariant space is acted on by elements 
of q) to obtain a q) -invariant space. The (maximum possi
ble) representation carried by this q) -invariant space we de-
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fine to be the semiregular subduced representation denoted 
by r rja~( fg). 

In the semiregular induction process the "hidden sym
metry" is that associated with r P of fg. Often r P~al( ff) 
can very readily be seen to be a proper subrepresentation of 
ral( ff) since r p~al( ff), being carried by a space initially 
generated from functions of /3 symmetry, will not contain 
any r r( ff) unless it also occurs in r PI ( ff). That is, one 
might expect that r P~al( ff) is some sort of "intersection" 
between ral( ff) and r PI ( ff). In the semiregular subduc
tion process there is a "hidden symmetry" associated with 
rr of ff. 

3. GROUP-ALGEBRAIC FORMULATION 

These definitions can be made manifestly independent 
of reference to external carrier space through group-algebra
ic considerations. The group algebras for ff , ~, fg, g; are 
denoted by ~(ff), ~(~), d( fg), d(9J), and each has a so
called matric basis of elements e~, , e~a' , ttb' , e~d' , respective
ly. Here for instance 

er , = Jrl ~ rr, (G -J)G 
gg I U21 L,; gg , 

J GE~ 

(3.1) 

where I ff I is the order of ff and I rl is the degree of r r. Note 
that the space d; with basis {e;'g; g' = 1 to Irl J is left invar
iant to ff, 

Ge;'g = Lrh' (G)e;"g' (3,2) 
g" 

so that d; carries the irreducible representation r r( ff). 
The direct sum space d r =ig d;; with basis (eh; 
g,g' = + to Irl J may be characterized as a minimal two
sided subalgebra, which carries r r( ff) Irl times. Of course 
there are analogous subalgebras d~, d~, d~ and d a, d P, 
d/j for ~, fg, 9J, respectively. 

The standard induced and subduced representation 
theory may be cast in terms of these quantities. The regular 
induced representation ral(ff) is that carried by 
d( ff) d~, and the regular subduced representation 
ral(d) is that carried by d(~) dr. These representations 
are generally reducible; 

ral( ff) = L latrlrr(ff), 
r (3.3) 

rrl(d) = L Irialra(d), 
a 

where latrl and Irial are frequencies for the occurrence of 
the appropriate irreducible representation. As originally 
shown by Frobenius6 1atrl = Irial. 

Semiregular induced and subduced representations 
may be characterized in a manner analogous to that for the 
corresponding regular representations. The semiregular in
duced representation r P~al(ff) is identified as that carried 
by d( ff ida d~, while the semiregular subduced represen
tation r rja~( fg) is that carried by d( fg ida d;. These re
presentations also are generally reducible; 
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rp~al(ff) = L l/3vratrlr r(ff), 
r 

rrla~( fg) = L I riavr/3lr p(/3), 
P 

(3.4) 

where l/3vratrl and Iriavr/31 are frequencies of occurrence 
of the appropriate irreducible representation. 

4. SEQUENCE ADAPTATION AND RECOUPLING 
COEFFICIENTS 

Since the semiregular processes involve the lattice of 
subgroups in (2.1), one may anticipate that sequence adapta
tion,7 say for the chains g; ~ ~ ~ ff or g; ~ ~ ~ ff, 
will play an important role. For sequence adaptation to the 
simple chain ~ ~ ff the row or column labels g can be 
presented as aaa, where a is a degeneracy label for the occur
rence of a in r i, and 

r Taaa)(a'a'a') (A ) = 8(a,a')8 (a,a')r~a' (A ), 

A E~. (4.1) 

Similar comments apply for the fg ~ ff chain where the 
row or column labels are presented as ti-/3b. The recoupling 
coefficients transforming between these two sequence adap
tation schemes are of relevance also, and are identified as 
(aaalrlti-/3b) and (ti-/3b Irlaaa). They inter-relate irreducible 
representations for the two sequence adaptation schemes 

L L {aaa I rlti-/3b )r{;.Pb)(/.'P'b,){G )(b-'/3'b 'Irla'a'a') 
/.Pb /.'P'b' 

= rTaaa)(a'a'a') (G). (4.2) 

The recoupling coefficients may be defined to be unitary 

(aaalrlti-/3b) = (ti-/3b Irlaaa)*. (4.3) 

Sequence-adapted matric basis elements arise and may 
be transformed between the two sequence adaptation 
schemes by the recoupling coefficients. 

L L (ti-/3b Irl aaa)e{;.Pb)(/.'p'b,)(a'a'a'lrlti-'/3'b ') 
/.Pb /.·P'b' 

= eTaaalla'a'a')' (4.4) 

More generally we define skew sequence-adapted matric ba
sis elements 

e{;.Pb)(aaa)= L e{;.p'b)(/.'Pb') (aaalrlti-'/3'b ') (4.5) 
/.'P·b· 

which are sequence adapted to different chains on the left 
and right. They still form a basis to d( ff). Further it may be 
verified that 

e{;.Pb )(aaa) e~,~" = 8 (a,a')8 (a,a')e{;.Pb )(aaa")' (4.6) 

Other properties 7 will not be needed here. 
Sequence-adaptation ideas extend to longer chains, 

such as g; cdc ff and fiJ C fg c ff. The row and 
column labcls the;are aa~8d and ti-/3~8d, where ~ and b. are 
degeneracy labels for the occurrence of 8 in a! and /3 !, re
spectively. Ifwe choose the recoupling coefficients to be such 
that a matrix element of any D E fiJ is left unaffected in the 
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transformation from one sequence-adaptation scheme to an
other, then 

(aa;'fJd Irl ~PtfJ' d ') = fJ(fJ,fJ')fJ(d,d ')(aa;'fJ I rl ~P6:fJ ), 
(4.7) 

where we note the last abbreviated recoupling coefficient is 
independent of d and d '. 

5. THEOREMATIC RESULTS 

Since the space d( f5) d a d~ carries the semiregular 
induced representation labeled by p~at f5, it is of interest 
to characterize a (symmetry-adapted) basis for this space. In 
a step toward this goal note that a spanning set will be ob
tained if we take any triple of bases for d(f5), d a, d~ and 
then form all products of ordered triples of elements from 
these three bases. Consider such a triple of skew-matric 
bases: first for d(f5) symmetry adapted on the right to d, 
second for d a symmetry adapted on the right to ~, and 
third for d~ symmetry adapted on the left to ~. Then a 
typical three-fold product of such matric basis elements will 
be 

= fJ(a,a')fJ(a,a')fJ(fJ,S)fJ(d,d ')e~aa;6d) e(~6d)b' (5.1) 

where a relation as in (4.6) has been used. Now if one expands 
the skew-matric basis element e~aaa6d) as in (4.5), then a typi
cal nonzero three-fold product will be 

e~aaa) e~(;6d) e(16d)b 

= L (aa;'fJlrl~P6:fJ) e~/.{:1b)' (5.2) 
/. 

where also relations as in (4.6) and (4.7) have been used. Thus 
we have our first result: 

Lemma 1: The space d ( f5 )da d t is spanned by the 
group algebraic elements 

L (aa;'fJ I rl ~p6:fJ)e~/.{:1b i' rg,a;'fJ6: ranging. 
/. 

Similar considerations for the group-algebraic space carry
ing the semiregular subduced representation lead us to our 
second result: 

Lemma 2: The space d( flJ )da d; is spanned by the 
group-algebraic elements 

L (~P6:fJlrlaa;'fJ)e~ti{:1b)' Pb,a;'fJ6: ranging. 
ti 

As a consequence of Lemma 1 it is seen that I p~atrl is the 
number oflinearly independent elements appearing there for 
a given r. But this isiust the rank of the matrixM ya{:1 with the 
element in t~e (a;'M)th row and the ~th column being 
(aa;'fJ Irl~P~fJ). Similarly Lemma 2 implies that Iy!a~p I 
is just the rank of the transpose of this same M ya{:1. Thus we 
have a reciprocitiy result: 

Theorem: I p~atrl = (rank of M ya{:1) = Irta~p I· 
A character formula identifying whether the semiregu-
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lar induction and subduction frequencies are zero or not is 
available. 

Lemma 3. I p~atrl #0 ¢:? X Y(eaef:l) #0. 

Here ea and ef:l are central idempotents. 

ea 
_ E.L L X alA - I)A, 

I·ntl A E.''! 

e{:1=lfl L X {:1(B -I)B 
I flJ I BE:4 

with X a, X {:1, and X fl being characters, so that 

(5.3) 

X Y(eaef:l) = E.L lfl L L X alA -1)Xfl(B -I) XY(AB). 
I sf' I I flJ I A E.w' B Eft 

(5.4) 

To prove Lemma 3 first rewrite this in terms of irreducible 
representation matrix elements 

Next choose r Y to be sequence adapted for the chain 
sf' ~ f5,sothatg=aa'a'andg'=a'a"a".Nowfrom(4.1) 
it is seen that Kronecker deltas fJ (a',a")andfJ (a,a') arise with 
the nonzero r ;g' (A ) terms remaining as r ~:a" (A ). Applica
tion of the (well-known) orthogonality theorem for the 
r ~a (A - I) and r ~:a" (A ) irreducible representation matrix 
elements of sf', then leads to 

X Y(euef:l) = II! II L L I r:b (B - l)r T"aa/laaal (B ). 
;Ju BE.:4 ab /. 

(5.6) 

Next utilize recoupling coefficients to transform to a r Y re
presentation sequence adapted to flJ ~ ;g and reduce the 
resulting r Y representation matrix elements for B E flJ to 
rf3' representation matrix elements; thus 

rr"aallaaal(B) = I L (aaalrl~P'b') 
/.{:1' b'b" 
Xr~'b,,(B)(~P'b"lrlaaa), (5,7) 

Now substitute this into (5.6) and use the orthogonality 
theorem for irreducible representations of fiJ to find 

xY(eaef:l) = I I l(aaalrl~Pb w· 
ab /.a 

(5,8) 

Finally choosing the a and b labels to reflect sequence adap
tation to.9 ~ .if and.9 ~ flJ, respectively, we obtain 

X Y(eae fl ) = I I IfJ I I (aa;'fJ Irl~P6:fJ W· (5.9) 
/.a ~6/. 

This equation just involves a weighted sum over the abso
lute-value squares of the matrix M ya{:1; moveover the weights 
IfJ I in this sum are positive. Thus X Y(eaef:l) is nonzero if the 
rank of M yafl is nonzero, and recalling the reciprocity 
theorem we complete the proof. 
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6. FURTHER COMMENTS 

There are some other symmetry adaptation processes 
which, although differing from regular and semiregular pro
cesses, can be simply expressed in terms of regular induction 
and subduction ideas. One such process involves symmetry 
adaptation to .sf of a basis ofkets already symmetry adapted 
to /3 of f/jJ; the (maximal) representation so obtained might be 
labeled /3'-".sf. A second process involves subduction to .sf 
of a space previously induced to Y from /3 of f/jJ; the (maxi
mal) representation so obtained might be labeled/3r>1.sf. 
These representations can readily be verified to be express
ible in terms of combinations of regular inductions and sub
ductions 

/3 '-" .sf = I 1 /3!8 18 t.sf, 
b 

(6.1) 

/3 r>I .sf = II /3 rrlY!.sf· 
y 

Thus it seems that semiregular induction and subduction are 
the simplest nontrivial mathematical extensions of the clas
sical (regular) induction and subduction ideas. (Also in terms 
of the notation introduced here it may be seen that the mini
mum of I /3 rrl and 1/3'-" allatrl is an upper bound to 
1/3,-"atrl·) 

In addition to the examples of the Introduction there 
are other situations which may be interpreted in terms of 
semiregular induction. One example from nuclear physics 
involves8 resonating group functions for the Is4 1 pZ configu
ration; there the relevant groups are again permutation 
groups Y = .Y'6'.sf = .Y'3X.Y'3' 
f/jJ = .Y'ZX.Y'ZX.Y'1 X.Y'1 with a = [3]X[3], 
/3 = [2] X [2] X [1] X [1], and/3,-"at = [2,2,2] + [2,2,1,1]. A 
second example involves the symmetric top, where the rel
evant groups involve rotations of space-fixed (SF) and body
fixed (BF) coordinates; there Y = & st,(3)X & tF(3), 

.sf = &st,(3)X 1, and f/jJ = (&st,(3)X &tF(3))D with a = L, 
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/3 = 0, and/3'-" at = L XL. A third example from math
ematics involves Young's theory of the symmetric group; 
there Y = .Y' N while a and /3 are the symmetric and anti
symmetric representations of the row and column groups for 
two Young diagrams YD [Ii ] and YD [f-l]; if [Ii ] = [f-l] then 
/3,-"a t = [Ii ], while for the more general case, [Ii] # [f-l], 
ideas involving the (Young) diagram lattice are9 relevant. 

Semiregular induction (and perhaps also subduction) 
seems to occur widely and frequently. Hence a general unify
ing theory of semiregular processes seems indicated. The 
presentation here is an attempt in this direction-to provide 
a common framework for discussion of various diverse ex
amples and to give some general theoretical results. 

Note added in proof An approach to obtain extra 
group-theoretic labels for (subduced) symmetry adapted 
states, as described by Newman,1O seems to be interpretable 
in terms of semiregular subduction. 
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the perspective of SO(3,3). Two identities that concern the matrix generators of SO(3,3), and 
which were first proved by Dirac, are generalized. 
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1. INTRODUCTION 

This paper contains several new results relating to 
=-;-::--c:-:-
SO(3, 1) spinor algebra that may be of general use. The main 

result, the lemma of Sec. 3, is a straightforward generaliza
tion of an identity discovered by Dirac, which is satisfied by 
the 4 X 4 matrix generators of the Dirac algebra. Section 2 is 

expository, SO(3, 1) spinor algebra is discussed in detail 

from the perspective of SO(3,3). Section 4, provided in the 
interest of completeness, records the transformation proper-

ties of various geometric objects under SO(3, 1) . 
Notations and conventions used in this paper are as 

follows: upper case Latin indices run from 1 to 6, while both 
Greek and early lower case Latin indices run from 1 to 4. If 
M is a matrix, then if denotes the transpose of M. We work 
in a coordinate system such that the metric tensor ga{3 on M4 
has componentsga {3 = diag(I,I,I, - 1). 

2. THE yAB MATRICES AND SO(3,3) 

Let yAB = - yBAA,B, ... = 1, ... ,6 denote 15 elements, 
which are defined byl-3 

yAByCD = YotKDgBc _ gACgBD) _ gACyBD 

+ gADyBC + gBCyAD _ gBDyAC 

_ !~BCDEFgEGgFHyGH, (1) 

where 

gAB = gAB = diag(I,I,I, - 1, - 1, - 1), (2) 

Yo is the identity element, and ~BCDEF is the totally antisym
metric Levi-Civita tensor-density of weight + 1 in six di
mensions, E123456 = + 1. In virtue of Eq. (1), the set of ele
ments { ± Yo, ± yAB} forms a finite group of order 32. We 
shall consider only real irreducible representations of this 
group in which the {yo,yAB} are linearly independent. By 
Burnside's theorem,4 a representation of a finite group of 
degree f is irreducible if and only if there occur P linearly 
independent matrices in it; hence, the degree of this repre
sentation is four. Thus, each of the yAB is a real 4 X 4 matrix, 
and Yo is the 4 X 4 identity matrix. We shall denote the real 
four-dimensional vector space that carries this irreducible 
representation as D 4' and refer to D 4 as (real four-dimension
al) Dirac space. The vectors of D4 will be called (real) contra
variant spinors, for reasons that will become apparent below. 
The elements of D t, the vector space dual to D 4 • will be 
called (real) covariant spinors. 

On account of the defining relations of Eq. (1), one finds 
that 

yAByCD _ yCDyAB = [yAB,yCD] 

= _ 2tKCyBD _ gADyBC 

_ gBCyAD + gBDyAC), (3) 

so that the - !yAB comprise a real 4 X 4 irreducible represen

tation of a linearly independent basis ofthe SO(3,3) Lie 
algebra, so(3,3). Moreover, Eq. (1) implies that each of the 
yAB matrices has square equal to ± Yo' and either commutes 
or anticommutes with any other yS matrix. Given a particu
lar yAB, there exists another y matrix, say 1", which anticom
mutes with it. Thus trace (yAB) = 
tr(1"-I1"yAB) = tr(1"yAB1"-I) = - tr(yAB) = O. Since the yAB 
are trace-free and linearly independent, one deduces the 
well-known real Lie algebra isomorphism so(3,3)~sl(4,R). 
Hence D4 carries an irreducible representation of 

SL(4,R) ~ SO(3,3); the vectors of D4 are reduced SO(3,3) 
spinors. 

Under the involutive automorphism yAB __ ?B of 
so(3,3), the Lie algebra decomposes into the eigenvalue ( - 1) 
and eigenvalue ( + 1) subs paces corresponding to, respec
tively, the nine linearly independent real traceless symmetric 
4 X 4 matrices, and the six linearly independent real skew
symmetric 4 X 4 matrices. The eigenvalue ( + 1) subspace is 

the subalgebra so(4), which is the Lie algebra of SO(4), the 

maximal compact subgroup of SL(4,R). The subalgebra 
so(4)~su(2) -i- su(2) may be further decomposed into the 
even (eigenvalue + 1) and odd (eigenvalue - I) subspaces of 
the linear transformation ofso(4) whereby 1"Eso(4) is mapped 
into its dual, *1". The even subspace under * of so(4) corre
sponds to self-dual tensors, and, say, the first su(2) in the 
direct sum; the odd subspace corresponds to anti-self-dual 
tensors, and the second su(2) in the direct sum. A basis for 
so(4) may be chosen as follows. Each ofthe six skew-symmet
ric y matrices has the property that the square of the matrix 
is equal to - Yo' By Eq. (I), these six matrices are given by 
(h = 1,2,3), 

(4) 

and 

(5) 
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From Eq. (3), these matrices verify (h,k,m = 1,2,3) 

[Sh,t k ] = 0, (6) 

[Sh,Sk] = €"kmsm, (7) 

[t\t k ] = €"kmtm. (8) 

The Sh (resp. t h) are anti-Hermitian generators of a real re
ducible unitary representation of SU(2). We shall assume 
that the Sh are self-dual, and the t hare anti-self-dual. The six 
matricessh, t h, comprise a linearly independent basis for the 
six-dimensional subalgebra so(4) of so(3,3). 

The nine symmetric trace-free y matrices may be de
noted as yh'\ h' = 1',2',3', where I' = 6, 2' = 5,3' = 4. The 
yh'k comprise a linearly independent basis for the nine-di
mensional symmetric subspace ofso(3,3). They may be ex
pressed in terms of s\ t h as follows: contracting Eq. (1) with 
E RSABCD yields: 

YRS = - (1I4!)ERsABcDyAByCD, (9) 

where Y RS = gRAgSB yAB. Evaluating the left-hand side of 
Eq. (9) for yh 'k [after repeated use of Eq. (9)] gives 

(10) 

where 

~k = diag(I,I, - 1), (II) 

and, as we have heretofore implicitly assumed, the summa
tion convention is operative for repeated indices; here m and 
n assume the values 1,2, and 3. 

Let yABa b denote the ath row and b th column of yAB, 
where a,b = 1,2,3,4. A concrete representation of the yAB is 
(h,k,m,n = 1,2,3), 

2(~ t b = - Ehab4 - OahOb4 + Oa40bh (self-dual), (12) 

2(th tb = - Ehab4 + Oah O b4 - Oa4 0 bh (anti-self-dual), (13) 

and 

where Eabcd is the totally antisymmetric Levi-Civita tensor 
density of weight ( - 1) onD4 ; E1234 = + 1,~masdefinedin 
Eg. (11); and we have substituted Eqs. (12) and (13) into Eg. 
(10) to obtain Eg. (14). Denoting the right-hand side ofEg. 
(12) by SZb' by self-dual we mean that SZb = ~ EabcdS~d' 

There does not exist a SO(3,3) invariant bilinear form 

(inner product) on D4 • The SO(3,3) symmetry must be 

broken down to, say, SO(4), or SO(3,2) or SO(3, 1) in order 
to define an invariant bilinear form on D 4 • To see this, sup-

pose that .:iEA ' is a SO(3,3) invariant bilinear form, where 
A.,A. 'ED4,.:i denotes the transpose of A, and E is the "metric" 
spin or of covariant-rank two. Under 
S = exp( -lUI AB yAB)E SO(3,3) (the UI AB = - UlBA are 15 
real parameters), A '--+SA and .:i--+XS'; in order for .:iEA. 'to be 
an invariant under SO(3,3) E must be invariant under auto
morphism by S: E--+SES = E. This is equivalent to 
~BE = _ EyAB (~B denotes the transpose of yAB). 
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Let yAB = Sh or t h; then E must commute with each of 
these matrices, since each is skew-symmetric. Hence E com
mutes also with the products, as defined in Eq. (10), and thus 
E commutes with every matrix in the irreducible representa
tion. Therefore, by the second part of Schur's lemma,4 

E is a 
numerical multiple of the unit matrix. However, each yh 'k is 
symmetric, and must therefore anticommute with E: 

:yn 'kE = yh 'kE = - Eyh 'k. Hence E must be zero; there is no 

SO(3,3) invariant bilinear form on the real vector space D4 • 

Another way to show this is to note that y12, r4, and r6 
commute and satisfy y12 = _ y12, r 4 = r4, YS6 = - r6, 
and yl2r 6 = r4. However, ( - y12)( _ YS6) = r4# - y'4, 
so that - ~B is not equivalent to 
yAB: _ ~BE = EyAB=?E = O. 

There are a number of bilinear forms on D 4 that are 
defined by a nonsingular covariant rank-two spinor E, which 

are invariant under a subgroup of SO(3,3). If E is symmetric, 
~ = E, then ~EyABQ)AB is skew-symmetric: 

Since there are six linearly-independent skew-symmet

ric real 4 X 4 matrices, the maximal subgroup of SO(3,3) 
that leaves E invariant corresponds to the six-parameter sub
group of SO(3,3) generated by {s\t h}, namely, a SO(4) 

subgroup of SO(3,3). A SO(4) invariant inner product may 
be defined on D 4 utilizing a symmetric E. 

If E is skew-symmetric, ~ = - E; then !EyABUI AB is sym
metric 

Since there are ten linearly-independent real symmetric 
4 X 4 matrices, E defines a nonsingular skew-symmetric bi
linear form on D4 whose maximal in variance group is one of 

the six possible ten-parameter subgroups SO(3,2) and 

SO(2,3) of SO(3,3) that are generated by ten of the fifteen 
- !yAB. (Which particular subgroup, of course, depends 
upon the choice of E.) Since E defines a symplectic form on 
D4 , one deduces the real Lie algebra isomorphisms 
so(3,2)~sp(2,R)~so(2,3), where sp(n,R) is the real symplec
tic Lie algebra whose defining representation is of degree 2n. 

SO(3,1) is a subgroup of SO(3,2), but not of SO(2,3), 

so that most interest lies with SO(3,2) invariant-symplectic 
forms E. There are essentially three distinct choices for E, 

namely, y45, r 6, or~. From 

!UlAB~BE = - !EyABUlAB (15) 

and Eq. (1), one concludes the following: 
(i) If E = y45, then one must set Q) A 6 = 0 in order to 

satisfy Eq. (15); the generators of this SO(3,2) are therefore 
{ - ~r"!3, - !r"5}, where a,/3 = 1,2,3,4. 

(ii) If E = r 6
, then one must set UI A 4 = 0; the generators 

are {- !yh\ - !yh5, _ !yh6, _ !r6
; h,k = 1,2,3}. 

(iii) If E = ~, then one must set UI A 5 = 0; the genera
tors are { - !r"!3, - !r"6}. 
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80(3,3) transformations onD4 may be associated with 
80(3,3) transformations on a flat six-dimensional (three 
space, three time) Minkowski space-time M6, whose metric 
tensor is given by Eq. (2). By restriction to an appropriate 
four-dimensional affine subspace of M 6 , we can realize M 4 • 

For the sake of simplicity, we shall assume that the X4 axis of 
M4 coincides with the X4 axis of M6 in every coordinate sys
tem. It is customary to exclude choice (ii), E = r 6

, as an 
interesting symplectic form on D4 • r6 is invariant under 
those automorphisms of D4 that correspond with the auto
morphisms of M6 that leave the X4 axis of M6 invariant. 

Which of the candidates, yt5 or ~, that is adopted for E 

depends upon the association defined between y"s and y"6, 
and Dirac's y" matrices, and is also based on the fact that one 

must restrict the 80(3,2) symmetry to a 80(3,1) subgroup 
in order to be in accordance with relativity. As things stand, 
case (i) E = yt5, implies that Ey"6 is antisymmetric; y"s mixes 
with y"P under 80(3,2), while {y"6,r6} is a 80(3,2) vector 
(iiJ A 6 = 0) (the transformation properties of the Y matrices 
are discussed in 8ec. 4). Case (iii), E = y64

, implies that Ey"6 is 
symmetric, while Ey"s is skew-symmetric; y"6 mixes with y"f3 
under 80(3,2), while {y"5,y65} is a 80(3,2) vector (iiJ AS = 0). 

Equivalent formalisms are: case (i), E = yt5; define 
y" = y"s, and append to the constraint iiJ A 6 = 0, the restric
tion iiJ A S = 0, so that y"s transforms as a vector under 
SO(3, 1); case (iii), E = ~; define y" = y"6, and append to the 
constraint iiJ AS = 0 the restriction iiJ A 6 = 0, so that y"6 
transforms as a vector under 80(3,1). In both cases, the 

SO(3,2) symmetry is reduced to SO(3,1). 
Without loss of generality, we shall utilize E = ~ as the 

symplectic form. In order to make contact with the usual 
conventions found in the literature, it is convenient to make 
the following definitions. 

Let y" (Greek indices run from 1 to 4) denote four real 
4 X 4 matrices (Dirac's y matrices) that generate an irreduci
ble representation of the pseudo-Clifford algebra C4 (also 
known as the Dirac algebra). The y" are defined by 

y"rft + rfty" = 2y~f3, (16) 

where 

It'P = gaP = diag(I,I,I, - 1) (17) 

is the metric tensor on M 4 , in a Cartesian coordinate system. 
Let 

r = - (1I4!)EaPl"vy"rftY"yv 

= _ylyy3yt, (18) 

where EaPl"v is the totally antisymmetric Levi-Civita tensor 
density of weight ( - 1) in four dimensions, E 1234 = + 1. A 
representation of a linearly independent basis for C4 is 

and defining 
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(19) 

(20) 

(21) 

saP= -Hy",rft], 

S ap - I"ap - -y . 

The symplectic form Eon D4 is defined to be 

E=~. 

(22) 

(23) 

(24) 

As a consequence ofEq. (1), and the definitions of Eqs. (16)
(24), are the identities 

y"E = - Ey", 

saPE = _ ES aP, 

(25) 

(26) 

[sap'YI"] = o;rft - Of/,y", (27) 
[saP,Sl"v] = It'I"SPv -It'vSPI" _ gPl"sav + gPvsal", (28) 

and 

,.5 saP = lrPl"-J3vE S AU r 26 }5- /11/AO' • (29) 

We introduce a SO(3,1) index notation to compliment 
the matrix notation which we have been using. Associate 

SO(3,1) indices as follows: D43A+-+A a; Dt3S+-+Sa (note 
that in matrix notation, sA denotes SaA a, while As denotes 
the 4 X 4 matrix with elements A as b; one has tr AS = sA ); 
E+-+Eab = - Eba; AE+-+Ab = A aEab , where the tilde denotes 
the transpose of a matrix (mnemonic b+-+ below); raise 

SO(3, 1) indices with ~b according as Sa = ~bS b (mnemon
ic: a+-+ above). According to this convention 
~b = ~cEbdEcd = ~c(~dEcd) = ~co~; therefore, 

(E-1t b = ~a = _ ~b, (30) 

(31 ) 

and we find the correspondence S a+-+ - E-1t. yAB+-+yABab. 
In index notation, Eq. (25) is y"caEcb = - Eac y"c b = Eca y"cb, 
i.e., 

y" ba = y" ab . 

Equation (26) is saf3caEcb = - EacS aP\, 

S~~ = S~f 

SES = E,SE SO(3, 1), reads 

SCaEcdSdb = Eab' 

8ince yas E = Ey"s, 

~~ = -~~; 

similarly, rE = Er, so that 

ria = - Yab' 

(32) 

(33) 

(34) 

(35) 

(36) 

The determinant of E is given by det E = ~bcdEal Eb2Ec3Ed4' 
or equivalently, Ea'b'c'd' det E = ~bcdEaa' Ebb ,Ecc' Edd ,; since 
E2 = - Yo, E has eigenvalues ± i; since tr E = 0, the eigen
values occur with equal multiplicity. Hence det E = 1, and 
thus 

(37) 

The fact that the Sh are self-dual, and the t hare anti-self
dual, may be expressed covariantly in both matrix and index 
notation. Since E- 1 = - E, *E = - E may be written as 
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(38) 

in index notation, Eq. (38) is Eab = !Eabcd(E-Ij<d = ~Eabcd~e, 
or 

Eab = - ~EabcdCd. (39) 

Using Eq. (1), one finds that 
- EyPr = yarE-I = 2/j~i'ksk - 8rr. Therefore, 

- EyPr = *yPrE-1 (40) 

expresses the fact that the s" are self-dual for a = 1,2,3, and 
that r is anti-self-dual when a = 4. Noting that 

(- EyAB)ab = r:t( = - EaeyABeb = EeayAB\ = r:n 
and 

(yABE-ltb = yABab( = yABaeE-leb = yABae~e = yABab), 

Eq. (40) may be expressed as (yPr)ab = !Eabcd(yPr)"d, which, 
using Eq. (21) yields 

,pS 1 ,pSed lab = 2Eabcdr . (41) 

Lastly, from Eq. (1), - Er = t 5 = - rE-I, which com
bined with *ts = - t S gives 

-Er=*rE- I, (42) 

i.e., 

rab = !EabcdrCd. (43) 

As an application of Eq. (39), we evaluate 

~a~c + ~bca + ~c~b = !~a'~'c'8:!;,<,c' 

Thus 

_ 1 ~a' -h 'c' £abce 
- 2f.'--- E- Ua'b 'c'e 

_l-"bceL" ~a'-h'c' 
- 2e rca'b'e'elf'- if' 

= - ~bce~a'Ea'e [using Eq. (39)] 

= ~bcd [using Eq. (31)]. 

~bcd = ~a~ + ~bca + ~C~b. 
(See Ref. 5 for a clear exposition of the properties of the 
generalized Kronecker delta, ~bcd, and Eabcd ') 

3. A BASIC LEMMA 

Lemma: Let X be an arbitrary 4 X 4 matrix; then 

r6Xr6 + yMxyM + tSxts 

=X - Yo trX + r6trr6X, 

(44) 

(45) 

whereX denotes the transpose of X, and tr X is the trace of X. 
This identity is valid for any cyclic permutation of 
(r6,yM,tS), and under the replacement r6~yI2, yM~rl, 
andt5~r3. 

Proof Eq. (45) is linear in X; we verify that this equation 
is true for X = Yo, r 6, yPs, yP6, and yPp. Note that only for 
X = Yo (resp r 6) is tr X (resp tr r 6X) nonvanishing. 

(i)X = Yo; since (r6)2 = - Yo = (yMf = (t5f, Eq. (45) 
yields 
(r6)2 + (yM)2 + (tS)2 = - 3yo 

= Yo - Yo tr Yo + r6 tr r 6 = Yo - 4yo; 
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(ii) X = r6; since YS6 = - r6, and r 6 anticommutes 
with both yM and t S; Eq. (45) gives 
- r6 - yMr6yM - t Sr 6t S 

= - 3r6 

= r6 - Yo tr r6 + r6 tr( - Yo) = r6 - 4r6; 
(iii) X = yPs; from Eq. (1), 

yPSr 6 = _ r 6yas, yasyM = yMyPs, and 
yast 5 = - t5yas; by Eq. (45), 
r 6yaSr 6 + yMyasyM + tSyast5 

= (r6)2( _ yaS) + (yM)2yPS + (tS)2( _ yaS) = yas; 
(iv) X = ya6; one deduces from Eq. (1) that 

~r6 = - f6ya6, ~yM = - yMyP6, and 
ya6t 5 = t Sya6; Eq. (45) becomes 
r 6ya6r 6 + yMya6yM + t5ya6t5 

= (r6f( _ yP6) + (yM)2( _ ya6) + (t5)2ya6 = yP6; 
(v) X = yaP; from Eq. (1), 

yaPr6 = r 6yaP, yaPyM = - y64yaP, and 
yaPtS = - tSyaP; Eq. (45) gives 
r 6yaPr 6 + yMyaPyM + tSyaPtS 

= (r6)2yaP + (yM)2( _ yaP) + (tS)2( _ yPp) = yap. 

Since r6 = r, yM = E = - E-
I
, and • 

y4S = t 6
r 6 = - Er = - rE-I, Eq. (45) may be written 

covariantly as 
rXr - E-IXE + rE-IXEr =X - Yo tr X + r tr rX. 
Bringing X to the left-hand side of this equation, and then 
multiplying by - r gives 

[X + E-IXE,rl + = r tr X + Yo tr rX, (46) 

where[A,B]+ =AB +BA denotes the anticommutatorof A 
andB. In index notation, X + E-IXEisX a

b + E- lacXdcEdb 
= X a

b + caXdcEdb = X a
b - EdbXdc~c = X a

b - Xb a; Eq. 
(46) can be written as 

(xac - Xc a)r\ + rac(XCb - Xb C) 

(47) 

Eq. (45) is a simple but useful identity, and is a general
ization of an identity first proved by Dirac2 in 1963. The 
assertion that Eq. (45) is valid under permutation of r6, yM, 
t S is true because, as far as so(3,3) is concerned, no su(2) 
generator is to be preferred over the remaining two. Eq. (45) 
remains valid under the replacement r" 'k '~r"k because of 
the symmetric roles played by the two su(2) subalgebras in 
the direct sum of so(4) [self-dual and anti-self-dual, required 
in order that the six skew-symmetric matrices be linearly 
independent, plays no role in Eq. (45)]. 

As an application of this lemma, we prove that 

yaA.tya = YotA. + rtrA. + E-lglE + rE-lg1Er. 
(48) 

The starting point of this evaluation is to replace r6, yM, and 
t 5 in Eq. (45) with, respectively, yl2, r3, rl. This yields 

yl2Xy l2 + r3Xr3 + rlXrl = X - Yo tr X + yl2 tr yl2X. 
(49) 

Let X be an arbitrary symmetric matrix, X = X; then 
tr yl2X = 0, because X may be expanded in terms of Yo and 
r" Ok; each of these matrices, when multiplied by yl2, has van
ishing trace [see Eq. (10)]. Consider 
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y34(yI2XyI2 + r 3Xr 3 + y3IXy3I)y34 

= rXr - r4Xr4 - y I4Xy I4 

[using Eqs. (1) and (9)] 

= y34(X - Yo tr X)y34 = y34Xy34 - Yo tr X. 

Hence y"4Xy" 4 = Yo tr X + rXr; since Xis an arbitrary 
symmetric matrix, this implies that (for convenience we 
write ytBa b as ytB ab in this paragraph) 

r':,:r':d
4 

+ r':,e
4rZ: = 2/)ad Dbe + Yob rcd + Yoe nd' 

Holding d fixed, one may obtain two similar equations by 
cyclically permuting (a,b,c). Upon adding two of these equa
tions and subtracting the third, one finds that 

r':,:r':d4 
= - DabDed + DaeDbd + DadDbe + Yoe nd + Yodne' 

Contracting this result with AbSe yields 
y"4ASy"4 = -AS + tX + YoSA + rtXr - rsrA. 
Therefore, 

Y4(y" 4ASy" 4 + As)1 = y" 41 6Asy"4y46 + Y4ASI, 

YaASYO = E-1(tX + YoSA + rtXr - rsrA)E 

= YoSA + rsrA + E-ltXE 

+ rE-1tXEr· 

An orthogonality relationship satisfied by the yAB is 

(50) 

To prove this, construct a matrix Y(X) = - !yABXYAB + X, 
where X is an arbitrary 4 X 4 matrix. Since 
(yAB)-1 = _ YAB' this may be written as 
Y = X + l::~ I yX(r')-I, where yAB~y,i = 1, ... ,15. If Tis 
any yAB matrix, then TY = TXT-IT + l::~ I 

'lyiX(Ty)-IT = YT; hence yABy = YyAB, and since the yAB 
comprise an irreducible set, Yis a multiple T\X b

c of Yo: 
D~ T~X~ = X~( - !yABa b YAB cd + D:D~). Thus 
D~T\ = _!yAB\YABed +D:D~,whichimplies 
T a 1 • .ABe a + £a A£a h' h' . l' b=-2f bYABe ub=~b,WIC mturnlmples 
Eq. (50). 

4. TRANSFORMATION PROPERTIES OF yAB 

The ytBa b are numerically invariant under combined 

SO(3,3) transformations of M6 indices {A,B J, and SO(3,3) 
transformations of spinor indices {a,b J. To see this, suppose 
LA BESO(3,3); then the metric on M6, gAB ofEq. (2), is invar
iant under automorphism by L: 

(51) 

The matrices L A cL B v yCv satisfy Eq. (1) on account of Eq. 
(51), and the fact that (L A B 

det (L A B) = 1: ~ 'B'C'V'E'F'L A A ,L B B,L c C' 

LV v,L EE,L FE' = detL-~BcvEF. Hence theL ACL BvYCV 
provide a real 4 X 4 irreducible representation of the group. 
The sum of the squares of the degrees of the irreducible re
presentations of the group equals the order ofthe group, 
32 = 12 + 42 + ... (the degree one irrep is the trivial repre
sentation), so that there can be only one irreducible represen
tation of degree four. Therefore, LA cL B v yCv is equivalent 
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to yAB, there exists a real nonsingular 4 X 4 matrix S = S (L ) 
such that 

(52) 

S may be assumed to have determinant equal to + 1, and is 
determined up to a factor of ± 1. The set of all such matrices 
S provides an irreducible representation 
SL(4,R)g;: SO(3,3). 

A special Lorentz transformation x--x' = Lx on M6 is 
accompanied by a SO(3,3) transformation on D 4 : 

A __ A ' = SA. By Eq. (3), S is generated by - !yAB; for if 
L A £A A + (- ''')A h B = U B - W B ... = e B' were W AB = - W BA 
are 15 real parameters, then 

S = Yo - !WAByAB + ... = exp{ - !WAByAB} (53) 

satisfies Eq. (52). 

Onecanconstructa2-1 representation of SO(3,3) onto 
SO(3,3) as follows. Let r A denote six matrices defined by 

rh = 2ghk (0 
_Sk 

~k) (54) 

and 

r h' hk (0 =2g 
t k 

t k) 
o ' 

(55) 

where h,k = 1,2,3; h' = 1',2',3' and l' = 6, 2' = 5, 3' = 4; 
and ghk = diag( 1,1, - 1). One may easily verify that the r A 

satisfy 

rArB + rBr A = 2gABJ, (56) 

where J denotes the 8 X 8 unit matrix 

_ ! [r ArB] = _! (yAB 0 ) 
4' 2 0 _?B; 

and 

r A =LABMrBM- I, 

where 

(57) 

(58) 

(59) 

S being defined in Eq. (53). Therefore, given SE SO(3,3), the 

map SO(3,3)--SO(3,3) defined by 

LAB = pr(M-lrAMrB) (60) 

is a 2-1 representation of SO(3,3) onto SO(3,3). 
Concomitant with the identification of y64 as a SO(3, 1) 

invariant symplectic form on D4 is the reduction of SO(3,3) 

symmetry to SOl 3,1) defined by setting W A 5 = 0 = W A 6' 

According to this restriction, we have L A 6 = Dt, L A 5 = D1, 
and L a fJ = Dfi - wA fJ + ... = (e - "T fJ' where WafJ = - wfJa 
are six real parameters. SE SO(3, 1) is given by 

S(w) = exp{!wafJSafJ}, (61) 

where S afJ is defined in Eqs. (22) and (23). Under the restric

tion to a SO(3,1) subgroup of SO(3,3), the yAB decompose 

into sets transforming as tensors under SO(3, 1) : 

E--SES= E, 
YO __ L a fJSyPS -I = yo, 
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and 

Let AED 4 and sED t; under 80(3,1), 

A-SA 
and 
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The convers.e problem o~ simi.larity analysis is solved in general for the infinitesimal symmetry 
~.ransfo~atlOns of any given mhomogeneous ordinary differential equation of the second order 
x + 1.2(t 1-* + II (~ )x = lo(t ). The completely general associated Lie algebra is obtained for equations 
of this kmd! which st~uct~re ~onstants depend only on the chosen set of initial values 10(0),/1(0), 
.(2(0), a?d 12(?)' The mfimteslmal elements of the dynamical group of a Newtonian one
dimensIOnal lInear system are also discussed, and some miscellaneous examples are given. 

PACS numbers: 02.20. + b, 03.20. + i, 02.30.Hq 

1. INTRODUCTION 

Recently there has been an increasing interest in study
ing the symmetry principles involved in classical mechan
ics. I This interest is motivated by the identity of symmetry 
groups operating in classical mechanics and quantum me
chanics [as, for instance, the 0(4) symmetry which operates 
equally for the hydrogen atom as for the classical Keplerian 
system2]. Indeed, there is the feeling that canonical quanti
zation is not the main point in the transition frolll a classical 
model to the corresponding quantum formalism. 3 Rather, 
this common symmetry structure should be the guide for 
having a complete and unambiguous quantization proce
dure. Thus, several "geometric quantization" schemes can 
be found in the current literature.4 As a consequence, if one 
assumes that the complete set of symmetry operations per
formed on an isolated system uniquely characterizes the sys
tem, then a fundamental problem arises, namely, that of 
finding the symmetry group associated with a given mechan
ical system. 

In this paper we examine some features of this problem 
by means of the similarity analysis of a single particle's mo
tion in Newtonian mechanics. For the sake of simplicity, in 
this note we shall only dwell on linear systems with one de
gree offreedom. Specifically, here we obtain the infinitesi
mal symmetry groups and present the Lie algebras associat
ed with some second-order ordinary differential equations of 
inherent relevance in mechanics.5 

There are several motives for formulating this particu
lar problem. First, the techniques themselves bear some 
mathematical interest, since they are simple and general. In
deed, we wish to remark that the problem one usually tackles 
in similarity analysis is the determination ofthe general form 
of the differential equations (of some required order), which 
admit a given group as a symmetry group.6 The converse, 
and more interesting problem, of finding the Lie group of 

-I Supported in part (M. A.) by Direcci6n General de Investigaci6n de la 
V niversidad Cat61ica de Valparaiso, through DG I Grant No. 123.726/82, 
and in part (J. K.) by Direcci6n de Investigaci6n de la Pontiticia Vniversi
dad Cat61ica de Chile, through DIVC Grant No. 50/81. 

symmetries of a given differential equation is much more 
difficult to solve. Clearly, it is this converse problem which 
we enface in this paper, and we claim that some systematic 
methods exist for handling it. 

Furthermore, in classical mechanics one usually visua
lizes the symmetries of a system by means of transformations 
which leave the Lagrangian (or the Hamiltonian) invariant. 7 

But dynamical systems, in general, have more symmetries 
than those grasped by the symmetry groups of their Lagran
gians or Hamiltonians. 8 One reason for this stems from the 
fact that there may exist symmetry operations of the equa
tions of motion which induce a gauge transformation of the 
Lagrangian9 (and, thus, of the Hamiltonian). One avoids this 
gauge artifact (inherent in the canonical formalism and con
trived to produce only a subgroup of the full symmetry 
group) by considering the symmetries of the equations of 
motion themselves. 10 

Moreover, the "cloud of mystery" regarding the origin 
of the accidental symmetries 11 neatly shows the necessity of 
having a general procedure for investigating the symmetry 
group of any given system. It seems that there has been some 
lack of progress concerning this problem in the past because 
one has thought that the intimate relation between conserva
tion laws and symmetries has to be traced to the Lagrangian 
and Hamiltonian formulations. 12 However, the recent pro
gress in the use of methods of continuous groups oftransfor
mations and local differential geometry in the study of the 
equations of motion of classical mechanics 13 reveals that the 
demand of invariance of equations of motion yields not only 
the conventional conservation laws, but also the (so-called) 
accidental symmetries. Further, this approach throws new 
light on the relation between symmetries in configuration 
space and phase space, 14 is capable of generalization to an 
arbitrary system, 15 and may become relevant for quantiza
tion. 

It is well known, from the history of mathematics, that 
the enormous bulk of knowledge in the field of differential 
equations was strikingly coordinated by the work of Sophus 
Lie. 16 The symmetries considered by Lie's approach to the 
field of differential equations (i.e., similarity analysis) are of a 
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very restricted kind, to be sure. In effect (for the case of one
dimensional systems), in that approach one considers only 
the symmetries generated by infinitesimal point transforma
tions, of the form 

t' = t + E1](t,x) , 
(Ll) 

x' = x + EO (t,x) , 

where E denotes a parameter of smallness: 0 < E-( 1 (together 
with the induced, or extended, transformations on X, X, etc.), 
in order to study the possibility of transforming among 
themselves the solutions of an ordinary differential equation: 

G (t,x,x,x,.··) = 0 , (1.2) 

say. It must be observed that, in contrast with the well
known general result concerning first-order differential 
equations, 17 differential equations of order higher than one 
only exceptionally admit continuous groups of symmetry 
transformations. In particular, if a second-order differential 
equation admits continuous symmetry groups like (1.1), 
these monoparametric groups generate a Lie group having 
no more than eight essential parameters. 18 Thus, for in
stance, the equation x = 0 admits the eight-parameter pro
jective group of the (t,x) plane, 19 while the equation 
x = t 2 + x 2 admits no proper symmetry transformation of 
the form (Ll), but the trivial one t' = t and x' = X.20 

Quite generally, one calls a symmetry ofEq. (1.2) any 
prescription for transforming any solution ofEq. (1.2) into 
another solution of the same equation. It is clear that, by 
defining the composition of symmetries in the usual manner, 
one gets associativity, and therefore the set of all symmetries 
of Eq. (1.2) is a semigroup with identity (i.e., a monoid). It 
seems, however, that the above definition of symmetry is too 
broad. One can be led to very complicated and diverse pre
scriptions giving the analytical descriptions of symmetries 
(global integral symmetries, local differential symmetries, 
space-time point symmetries, etc.) pertaining to a concrete 
differen tial equation. There is, indeed, a "debarre d 'excess," 
since many (perhaps useful) recipes may arise as possible 
symmetries according to the general definition stated above. 

For instance, an interesting approach has been consid
ered by Gonzalez-Gascon,21 following a generalization of 
Lie's concept of invariance of differential equations due to 
Anderson et al.,22 while introducing the notion oflocal dif
ferential symmetries. The local differential symmetry pre
scriptions on t and x (for one-dimensional systems) implicitly 
include the transformations on X, x, etc., and are assumed to 
transform any solution ofEq. (1.2) into another solution. The 
set of local differential symmetries forms a monoid, which 
does not behave as an infinitesimal group. Neither does it 
generate a finite Lie group, since the iterative integration 
process is impossible, because one would need to handle im
plicityall the derivatives d nxldt n, n = 1,2, ... , in order to 
integrate. This is in strong contrast with Lie's infinitesimal 
point transformations, for it can be easily shown that the set 
of all infinitesimal pointlike transformations generates a 
continuous Lie group (as is well known, indeed: Lie's 
theorem), while the set of local differential symmetry trans
formations does not. We think that this remark is important, 
because in mechanics one is interested in symmetries not 
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only as a tool for obtaining new solutions of the equations of 
motion. Rather, one usually extracts dynamical information 
from a given symmetry, whenever the symmetry is orga
nized within a group structure. (This is so, even when the 
laws of motion are unknown, as is the case for much of ele
mentary particle physics.) Anyhow, it is the group-theoretic 
viewpoint that makes symmetry a remarkably fruitful aid for 
our understanding of dynamics, and many of the relevant 
concepts on this issue arise already in classical mechanics. 

This paper is organized as follows. We first discuss the 
infinitesimal symmetry transformations of a given second
order linear inhomogeneous ordinary differential equation, 
and formally obtain the associated Lie algebra (Sec. 2). Then 
we briefly present some miscellaneous examples of the pre
vious formalism for the converse problem of similarity in 
mechanics (Sec. 3). Finally, we analyze the infinitesimal ele
ments of the dynamical group of some one-dimensional 
Newtonian linear systems (Sec. 4). 

2. THE INFINITESIMAL SYMMETRY 
TRANSFORMATIONS OF x + t~ + tv< = to AND THE 
ASSOCIATED LIE ALGEBRA 

Let us assume we are interested in the symmetry prop
erties of an ordinary differential equation of the second or
der, of the general form 

x = f(t,x,x) , (2.1) 

where fis a given function. The symmetry group of this 
equation is realized by the set of point transformations 

f' = T(t,x) , 
(2.2) 

x' = S(t,x) , 

with non vanishing Jacobian, endowed with the property of 
leaving Eq. (2.1) form invariant. Clearly, these transforma
tions are active point transformations which transform one 
solution of Eq. (2.1) into another. 

Of course, to solve this similarity problem one needs to 
find first the generating functions 1](t,x) and e (t,x) [cf. Eqs. 
(1.1)] of the symmetry transformation. The corresponding 
twice extended transformations, up to the first order of ap
proximation, are23 

(2.3) 

and 
x' = x + E((Ox - 21],) - 31]xxlX 

+ E(Orr + (2ex , - 1]rr)X 

+ (Oxx - 21]x,)X2 -1]xx x 3
) , (2.4) 

where we have written x' = dx'idt I andx' = dx'ldt '. Hence, 
from the assumed invariance ofEq. (2.1), the following first
order relation obtains: 

Orr + (20x, -1]rr)X + (fJxx - 21]x,)X2 -1]xx X3 

+ ((Ox - 21],) - 31]xxlf(t,x,x) - w,(t,t,x) - Ofx(t,x,x) 

- (0, + (ex -1],)X -1]xx 2lfx(t,x,x)=O, (2.5) 

which holds equally for all (t,x,x). This equation is the start
ing point in the similarity analysis of the second-order differ
ential equation (2.1). 
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Further analysis then requires the explicit form of the 
function/(t,x,x) to be known. Because it corresponds to a 
sufficiently general situation. of much physical relevance. in 
this paper we consider the linear inhomogeneous ordinary 
differential equation of the second order. i.e .• 

(2.6) 

Let us substitute Eq. (2.6) into Eq. (2.5). We immediately get 

Tfxx = O. (2.7) 

()xx - 2Tfx, + 2/2Tfx = 0 • (2.8) 

20x, - Tfrr - 3(/0 - IIX)Tfx +/271, + i2Tf = 0 • (2.9) 

Orr + (/0 - IIX)Ox +/20, + 110 

- 2(/0 - Ilx)Tf, - (io - ilx)Tf = 0 . (2.10) 

Thus. from the first two equations above it follows that 

(2.11) 

and 

() (t.X) = (¢I(t) - 12(t )tPl(t ))x2 + tP3(t)x + tP4(t). (2.12) 

where tPl' ...• tP4 are functions of t. which shall be formally 
determined from the last two equations [Eqs. (2.9) and 
(2.10)]. Indeed. after performing some reductions, one easily 
arrives at the following system oflinear homogeneous differ
ential equations: 

¢I - 12¢1 + (/1 - i2)tPl = 0 • 

¢2 + (4/1 -/22 - 2i2)¢2 + (2il - 12i2 - f2)tP2 

= (/0/2 - io)tPl - 3/JI • 

2¢3 = 3/0tPi + ¢2 - 12¢2 - i2tP2 • 

¢4 + 12¢4 + IItP4 = 2/0¢2 + iOtP2 - IOtP3 • 

wherefrom. clearly Eqs. (2.11) and (2.12) become 

(2.13) 

Tf(t,x) = qa(tPl.a(t)x + tP2.a(t)). (2.14) 

o (t,x) = qa ([ ¢I.a (t) - f2(t )tPl.a (t) }X2 + tP3.a (t)x + tP4.a (t)) . 
(2.15) 

The set off unctions tPl.a(t) • .... tP4.a(t). a = 1 ..... 8. corre
sponds to a basis of the linear system (2.13). and the qa • 
a = 1 •...• 8. are eight constants ofintegration. which behave 
as a set of eight essential parameters of the Lie group; i.e .• in 
the neighborhood of the identity we have oqa = Eqa. with 
a = 1 •...• 8 and O<E<l. 

Of course. in order to determine a set of basis functions 
tPl.a (t) • ...• tP4.a (t) the functions lo(t). I,(t). 12(t). should be 
known. However. we have already enough information to 
formally obtain the Lie algebra of this symmetry group. as 
we shall see in what follows. 

From the previous discussion we conclude that the full 
symmetry group of the linear differential equation (2.6) has 
the following set of infinitesimal operators: 

Xa(t,x) = Tfa(t,x)Jt + ()a(t.x)Jx • 

where 

Tfa(t,x) = tPl.a(t)x + tP2.a(t). 

()a (t,x) = [¢I.a(t) - f2(t )tPl.a (t nx2 

+ tPJ.a (t)x + tP4.a (t) • 

(2.16) 

(2.17) 

(2.18) 

a = 1 •...• 8. are the infinitesimal generators ofthis group in 
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the (t.x)-realization and in some q-parametrization. These 
operators satisfy the algebra 

[Xa,xb] =/~bXc ; 

so we have 

f~bTfc = [Tfa,Tfbt] + [Oa.Tfbx] ' 

l~bOc = [Tfa.Obt] + [Oa.()bx]. 

(2.19) 

(2.20) 

(2.21) 

where. of course. the square brackets denote antisymmetri
zation of the indices "a" and "b "only. From Eqs. (2.17) and 
(2.18). we have 

"lax = tPl.a , 
2' . 

Oa, = - IltPl.a X + tPJ.a X + tP4.a • 
(2.22) 

()ax = 2(¢l.a - 12tPl.a)x + tPJ.a • 

where we have also made use of Eqs. (2.13). Hence. a 
straightforward calculation gives 

and 

f~btPl.c = [ tPl.a'¢2b - tPJ.b] - [ ¢l.a.tP2b] • (2.23) 

f~btP2c = [tP2.a.tP2b] - [tPl.a.tP4b] • (2.24) 

f~btPJ.c = [ tPl.a'¢4b + 2/2tP4.b - ~/OtP2.b] 

- 2 [ ¢I.a ,tP4b] + ~ [ tPZa '¢2.b - 12¢2b] , 
(2.25) 

(2.26) 

I~b( ¢IC - 12tPlc) 

= ~ [ tPl.a '¢2.b - 12¢Z.b + (2/1 - i2)tPZb 

+ 2/2tP3.b] - [ ¢l.a,tP3b] . (2.27) 

These are identities which hold for all t; thus let us consider 
them at t = O. 

This brings into the fore the initial value problem of 
Eqs. (2.13). For reasons which shall become clear presently, 
we introduce the following parametrization to represent the 
Lie algebra; we first define the initial data: 

ql = 71(0,0). q2 = 0 (0.0) , 

q3 = 71,(0,0). q4 = Ox (0,0) , 

q5 = Tfx(O,O) , q6 = Ot(O,O) , 

q7 =! Tfrr(O.O). q8 = ! Oxx(O,O). 

(2.28) 

and then use these q's as the essential parameters of the 
group. So. one easily finds . 

tPla (0) = Oa5' ¢I.a (0) = Oa8 + 12(0)Oa5 , 

tP2a(0) = Oal' ¢za(O) = Oa3 • 

¢z.a(O) = 28a7 , tP3.a(0) = 8a4 , 

tP4a(0) = 0a2' ¢4.a(0) = Oa6 • 

as the chosen values of the linear basis. 

(2.29) 

Of course. a glance at Eqs. (2.23)-(2.27) shows that, in 
order to take advantage ofthe whole set of chosen initial data 
given in Eqs. (2.29). we have to make some derivatives in 
these equations [(2.23)-(2.27)], and substitute from Eqs. 
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(2.13) where needed. In this manner, we obtain 

I~b ¢IC = ~ [ tPla'~Z.b + Iz¢z.b + (2/1 - iz) tP2b] 

- [ ¢Ia ,tP3.b + htPZ.b] , (2.30) 

I~b ¢z.c = - [ tPla '¢4b] - [ ¢Ia ,tP4.b] + [ tPZ.a '~Z.b] , 
(2.31) 

I~b ~z.c . . . 
= [ tPI.alo( tP3.b - 2¢Z.b - IztPz.b) + IztP4.b + (2/1 - Iz) tP4.b] 

+ [ ¢Ia ,3/0tPzb - 2¢4b - IztP4.b ] 

- (4/1 - Ii - 2iz) [ tPZ.a '¢Zb] + [ ¢z.a '~Z.b]' (2.32) 

I~b ¢4.c. . . 
= 10 [ tPZ.a ,2tPZ.b - tP3.b] + [ tPZ.a - IztPz.a - tP3.a'tP4.b ] 

+! [ - 3/0tPla - ~z.a + 12¢z.a - (2/1 - iz) tPZ.a,tP4.b] . 
(2.33) 

Therefore, upon substituting from the initial data (2.29) 
into Eqs. (2.23)-(2.26) and Eqs. (2.30)-(2.33), the structure 
constants may be evaluated, as referred to the chosen basis of 
the algebra. We present our results in Table I. In Table II we 
display the Lie algebra associated with the symmetry point 
transformations of the general linear inhomogeneous ordi
nary differential equation of the second order. A detailed 
study of this algebra will be published elsewhere. 5 

Interesting enough, the algebra is completely general 
for differential equations of the form (2.6), and one obtains 
the structure constants without having a detailed knowledge 
of the infinitesimal operators Xa (t,x), which, of course, 
would require the knowledge of the functions Io(t ), II (t ), and 

TABLE I. The nonzeroth structure constants of the Lie algebra associated 
with the linear differential equation x + 12(t)X + Il(t)x = lo(t). 

I:, = I. I~, = I 

I~. = I. Ii. = I 

li7 = 2. I~, = 12(0). I~. = 1. I~. = - 1 

I~, = - !.t;(0). I~, = ,/0(0 ) 

1~7 = 1. I~. = 2. I~. = 1 

I;, =.t;(0). I;. = 1. Ii, = - 1. I~, = 1 

I~, = - IdO) + !i2(0 ). I~, = 210(0) 

I~. = -10(0). I~. = - /,(0) 
I~, = - !l2(0). I~, = ,/0(0) 

1~7 = 1. I~. = I. I~. = - I 

Ii, = - 2.t;(0) + h(O) + !I~(O). Ii, = -/0(0)/2(0) 

Ii. = - ~1o(0). Ii, = - 11(0) + !h(O) + !I~ (0) 

Ii. = !l2(0). Ii, =/0(0). li7 = 1 

I~, = - !1o(0). I;. = - !.t;(0). I~. = 1 

I:, = -/1(0) + !h(o). I~, = !l2(0) 

I!. = I. 1~7 = 1 

12(t ). The algebra, however, depends formally and exclusive
lyon the initial values 10(0), 11(0), 12(0), and h(O). 

The outcoming commutation relations also depend on 
the chosen set of initial conditions; but this change is inher-

TABLE II. The Lie algebra associated with the differential equation x + 12(t)X + Illt)x = Io(t). One gets the commutator [Xa. Xb 1 at the intersection oftheath 
row with the b th column. 

Xl X2 X, X. X, X6 X7 X. 

X, - !.t;(0)X. ~1o(0)X. + 12(0)X, 

Xl 0 {!i2(0) - .t;(0) IX6 + 21o(0)X6 + {!/~(O) -1o(0)X6 - 10(0)f;(0)X7 X2 - .t;(0)X6 2X, + X. 
X, 

- ~1o(0)X7 

+ i2(0) - 2/,(01lX7 + {!h(O) - .t;(OllX. 

X, +/2(0)X' 

X2 1/,(0) - !h(O) IX6 0 - !l2(0)X6 Xl + ~1o(0)X6 + {!I~ (0) 0 X6 
X3 +2X. 

+ !i2(0) - IdO) IX7 
+ !l2(0)X7 

- X, + !.t;(0)X. 

X, - 21o(0)X6 + {2/,(0) !.t;(0)X6 0 0 
- X, + 1o(0)X7 

X6 X7 0 

- h(O) - !I~ (0) I X7 
+ !.t;(0)X. 

X. 1o(0)X6 -X2 0 0 X, - !1o(0)X7 -X6 0 X. 

- ~/oIO)X. - .t;(O)X, -Xl -.t;(O)X, 

X, + 10(0)f;(0)X7 - ~1o(0)X6 + {/,(O) 
X, - 10(0)X7 -X, 

0 
-X, +x. 

Xs 0 

+ {.t; (0) - ! h(Oll x. - !i2(0) - !/~(01lX7 
- !l2(0)XS + !l0(0)X7 - !.t;(0)X7 

X6 -X2 +.t;(0)X6 0 -X6 X6 X3 - X. + !.t;(O)X7 0 0 x 7 

X7 - 2X3 -X. -X6 -X7 0 -X. 0 0 0 

X. - X, + ~1o(0)X7 - X3 - 2X. - !l2(0)X7 0 -X. 0 -X7 0 0 
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ent in Lie's formalism, since different sets of initial condi
tions correspond to different parametrizations of the group 
and, thus, to a mere change of the basis of the algebra.24 

Our choice of initial conditions [cf. Eqs. (2.29)], any
how, is rather simple, since it is attached to the generators 11 
and () themselves [cf. Eqs. (2.28)]. Indeed, we have preferred 
this parametrization because: (i) we want to have a uniform 
formalism in order to be able to compare the symmetry 
groups of different linear and nonlinear systems; (ii) the ini
tial value definition for the q's is given directly in terms of 
1I(t,x) and () (t,x), and derivatives thereof, at (0,0), and not in 
terms of the initial values of the linear basis 1,6 I(t ), ... , tP4(t), and 
their derivatives; (iii) clearly, for a nonlinear system there is 
no linear basis at all [however, definition (2.28) still works 
the same]; (iv) finally, the chosen parametrization is precisely 
the one that brings the infinitesimal operators of the projec
tive group (in two dimensions) in the standard basis adopted 
in the current literature. 25 

3. SOME MISCELLANEOUS EXAMPLES 

With the aim of exhibiting the explicit form adopted by 
the elements of the infinitesimal symmetry group of an equa
tion of the type of Eq. (2.6), in this section we present four 
interesting instances, taken from elementary mechanics. For 
the sake of concreteness we describe this matter in a sketchy 
manner. 

Let us briefly consider the symmetry properties of the 
following linear systems in one dimension: the free particle, 
the free falling particle, the simple harmonic oscillator, and 
the damped harmonic oscillator. 

(a) Free particle: We have x = 0; i.e., 

fo =fl =f2 = 0, (3.1) 

wherefrom, according to the previous formalism, the well
known generators of the infinitesimal symmetry transforma
tion follow: 

1I(t,x) = ql + q3t + q7t 2 + (q5 + q8t )x , 
(3.2) 

() (t,x) = q2 + q6t + (q4 + q7t )x + q8x 2 • 

Hence, the eight infinitesimal operators of the Lie algebra in 

the chosen q-representation are 

XI = a" X2 = ax, X3 = tat , 

X4 = xax , X5 = xa" X6 = tax' (3.3) 

X7 = t 2a, + txax , X8 = txa, +x2ax . 

Clearly, these are the well-known infinitesimal operators of 
the group of projective transformations in the (t,x) plane,25 
where we recognize the special projective tranformation op
erators of translations (XI and X2), of stretching (X3 + X4), 
and of rotation (X6 - X5), which also pertain in the confor
mal transformation of the plane. 

The q-parametrization, as shown in Eq. (3.2), looks 
somewhat clumsy; however, this is precisely the parametri
zation that brings the infinitesimal operators of the projec
tive group (in two dimensions) in the ordered scheme pre
sented in Eq. (3.3), which corresponds with the standard 
basis of this algebra adopted in the current literature. As we 
have already said, this is one of the main reasons we have for 
adopting this particular representation. For the sake of com
pleteness we include herein the well-known Lie algebra of 
the equation x = 0; see Table III. 

(b ) Free falling particle: Now we set x + g = 0; i.e., 

fo = - g, fl = f2 = 0 . (3.4) 

So we get 

1I(t,x) = ql + q3t + q7t 2 + ~ gq8t 3 + (q5 + q8t )x , (3.5) 

() (t,x) = q2 + q6t + !gt 2((q4 _ 2q3) _ {q7 +! g~l t 
_ ! gq8t 2) + (q4 + {q7 _ ~gq51t)x + q8x2, (3.6) 

and, thus, 

XI = a" X 2 = ax, X3 = t (a, - gtax ) , 

X4 = (x + ~ gt 2)ax , 

X5 = x(a, - gtax) - Ut(x + !gt 2)ax , (3.7) 

x6 =tax , X7=t{ta, +(x-!gt 2)ax l, 
X8 = (x + !gt 2j{ta, + (x - ~gt2)a" 1 ' 

wherefrom the Lie algebra easily follows (cf. Table IV). 
(c) Linear harmonic oscillator: Now we consider the 

symmetries of the differential equation 

(3.8) 

TABLE III. The well-known Lie algebra of the projective group in the (/, x) plane. 

Xl X 2 X3 X. X, X6 X7 X. 

Xl 0 0 Xl 0 0 X 2 2X3 +X. X, 

X 2 0 0 0 X 2 Xl 0 X6 X3 + 2X. 

X3 -Xl 0 0 0 X, X6 X7 0 

X. 0 -X2 0 0 X5 X6 0 Xs 

X5 0 -Xl Xs -X5 0 X3+ X , X. 0 

X6 -X2 0 -X6 X6 X3 X. 0 0 X 7 

X7 - 2X3 -X. -X6 -X7 0 X8 0 0 0 

X. -X5 -X3 - 2X. 0 -X. 0 X7 0 0 
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TABLE IV. The Lie algebra of a free falling particle. 

XI X 2 X, X. Xs X6 X7 X8 

XI 0 0 XI -2gX6 gX6 -~X4 X 2 2X, +X. Xs +~X7 

X2 0 0 0 X 2 XI-~X6 0 X6 X3 + 2X4 

X3 -XI + 2gX6 0 0 0 -Xs -gX7 X6 X7 0 

X. -gX6 -X2 0 0 XS +WX7 -X6 0 X8 

Xs ~X4 -XI +~X6 Xs +gX7 -Xs - WX7 0 -X,+X4 X8 0 

X6 -X2 0 -X6 

X7 - 2X, -X4 -X6 -X7 

X. -Xs -~X7 -X3 - 2X4 0 

that is, we set 

II = lU~, 10 =12 = 0 . (3.9) 

Accordingly, we calculate the infinitesimal generators of the 
symmetry transformations. We obtain 

ll(t,x) = ql + (l/ lUo)q3 sin(lUot) COS(lUot ) 

+ (l/lUO)2q7 sin2(lUot) + Iq5cOS(lUot) 

+ (l/lUo)q8 sin(lUot) Jx , 

() (t,x) = q2 COS(lUot ) + (1IlUo)l sin(lUot ) + I q4 

(3.10) 

- q3 sin2(lUot) + (l/lUO)q7 sin(lUot) COS(lUot )Jx 

+ I q8 COS(lUot) - lU~5 sin(lUot )jx2 , (3.11) 

while the infinitesimal operators come out as follows: 

XI = at, X2 = (COS(lUot ))ax , 

X3 = (l/ lUo) sin(lUot )( (COS(lUot))a, - (lUo sin(lUot ))xax J , 

X4 = xax , X5 = xl (COS(lUot )}a, - (lUo sin(lUot ))xax J, 
X6=((l/lUo)sin(lUot))ax ' (3.12) 

X7 = (l/lUo) sin(lUot){((l/lUo) sin(lUot))at + (COS(lUot))xax J , 

X8 = xl ((l/lUo) sin(lUot ))at + (COS(lUot ))xax J . 

TABLE V. The Lie algebra of a classical linear harmonic oscillator. 

XI X 2 X3 

XI 0 -W~X6 XI - 2w~X7 

X 2 W~X6 0 0 

X3 -XI +2W~X7 0 0 

X4 0 -X2 0 

Xs w~Xs -XI +W~X7 Xs 

X6 -X2 0 -X6 

X7 -2X, -X4 -X6 -X7 

Xs -Xs -X3- 2X. 0 
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X6 

0 

-X. 

X. 

o 

X 2 

o 

o 

o 

-Xs 

X3-X4 0 0 X7 

-X. 0 0 0 

0 -X7 0 0 

The Lie algebra corresponding to the classical linear har
monic oscillator is presented in Table V. 

(d) Damped harmonic oscillator: Finally, we also con
sider the equation of motion 

x + Ux + lU~x = 0 ; (3.13) 

i.e., 

(3.14) 

Hence, after a straightforward calculation, we get 

ll(t,x) = ql + (l/lU)q3 sin(lUt) cos(lUt) + (l/lU)2q7 sin2(lUt) 

+ e<' I q5(COS(lUt) + (-1. IlU) sin(lUt)) 

+ (l/lU)q8 sin(lUt)jx, (3.15) 

() (t,x) = e -)., I q2(COS(lUt) + (-1. IlU) sin(lUt)) + (l/lU)q6 sin(lUt) J 

+ I q4 - q3(sin(lUt) + (-1. IlU) cos(lUt)) sin(lUt) 

+ (l/lU)q7(COS(lUt) - (-1. IlU) sin(lUt)) sin(lUt)jx 

+ e"'t I q8(COS(lUt) - (-1. IlU) sin(lUt)) 

(3.16) 

Xs X6 X7 X8 

-W~X8 X 2 2X3 +X4 Xs 

XI -W~X7 0 X6 X, + 2X. 

-Xs X6 X7 0 

Xs -X6 0 X8 

0 -X, +X4 Xs 0 

X3- X, 0 0 X7 

-Xs 0 0 0 

0 -X7 0 0 
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TABLE VI. The Lie algebra of the damped harmonic oscillator. 

XI X, X3 

XI 0 - W~X6 
X I -AX4 
- 2w'X, 

X, W~X6 0 -AX6 

X3 
-XI +AX4 AX6 0 

+ 2w2X, 

X4 0 -X, 0 

X, - lAX, + w~X" -XI-lAX, 
Xs -AX. 

+ (w' - A ')X, 

X6 -X, + lAX6 0 -X6 

X? - 2X, -X4 -X6 -X, 

X. -X, 
-X, - 2X4 

0 
-AX? 

where we have introduced w = (w~ _4 2)112. In this case, for 
the infinitesimal operators, we obtain 

Xl = at' X 2 = (1/w)e - At (w cos(wt) +4 sin(wt ))ax , 

X3 = (1/w) sin(wt l! (cos(wt ))at - (w sin(wt ) 

+4 cos(wt )}xax 1 ' 

X 4 =xax ' 

X4 

0 

X2 

0 

0 

-Xs 

X6 

0 

-X. 

X5 = (1/w)eAtxl (wcos(wt) +4 sin(wt ))at - (w~ sin (wt ))xax 1 ' 
(3.17) 

X6 = (1/w)(e- At sin(wt ))ax , 

X 7 = (1/ ( 2
) sin(wt l! (sin(wt ))at 

+ (w cos(wt) -4 sin(wt ))xax 1 ' 
X8 = (1/w)e"tx!(sin (wt ))at + (w cos(wt) -4 sin(wt ))xax 1 . 

The Lie algebra is given in Table VI. 
Finally, we wish to mention here the obvious fact that 

the one-dimensional time-independent Schrodinger equa
tion comes quite directly under the scope of the similarity 
techniques as presented in this paper. However, given its 
importance, the similarity analysis of the Schrodinger equa
tion deserves a separate treatment.5 

4. THE INFINITESIMAL ELEMENTS OF THE 
DYNAMICAL GROUP OF A ONE·DIMENSIONAL LINEAR 
SYSTEM 

Notwithstanding the mechanical interest of the linear 
examples presented in the previous section, thus far our dis
cussion of the converse problem of similarity analysis, as 
applied to Eq. (2.6), has been purely mathematical. In order 
to come closer to the spirit of mechanics, some basic consid
erations on space and time are important in our approach. So 
let us recall some features of Newtonian mechanics. 

As a typical example, we consider a classical system 
formed by two particles, which only interact internally, and 
which are constrained to move on a fixed straight line. Be-
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X, X6 X, X. 

2AXs - w~X" X, - lAX6 2X, +X4 Xs 

XI +2AX3 
0 X6 

Xl + 2X4 

- ku2 
- A 2)X? +AX7 

-X, + AX. X6 X 7 0 

X, -X6 0 X. 

0 
-X, +AX4 

-AX? 
X. 0 

X,-X4 0 0 X 7 + AX, 

-X. 0 0 0 

0 -X, 0 0 

cause of the Newtonian assumptions on the nature of space 
and time, the Galilean transformation is a symmetry of the 
system. However, once we separate the center of mass and 
introduce the internal configuration variable, x = x 2 - X I 

[whose equation of motion is precisely Eq. (2.1), say], then 
the requirement of Galilean invariance becomes in the trivial 
symmetry transformation: t' = t - T (or t' = t) and x' = x, 
while the center of mass performs the Galilean boost. From a 
mathematical standpoint, it is clear that the differential 
equation of motion (2.1) has more symmetries, in general, 
than the trivial one. Clearly, these new [cf. Eqs. (2.2)] sym
metries are not attached to the absolute properties of Euclid
ean space and Newtonian time. They are internal symme
tries which transform allowable internal motions into 
allowable motions of a classical system. 

However, time is a sacrosanct affine parameter in New
tonian mechanics. In effect, in order to avoid artificial 
"forces," which otherwise would be acting on the center of 
mass, one has to consider instead of the group alluded to in 
Eqs. (2.2), the subgroup of internal point transformations 

t' = aft - T), 
(4.1) 

x' =S(t,x), 

(where a and T are constants), which leave the equation of 
internal motion [cf. Eq. (2.1)] form invariant, and, hence, 
which are consistent with the Galileo transformation of the 
center of mass. In Eq. (4.1) we have included the possibility 
of a change in time scale as a symmetry of the dynamical 
system. 

The transformations (4.1) form a Lie group, denoted by 
G", (2). Following Mariwalla,26 Gm (2) may be called the dy
namical group of the system; i.e., the dynamical group re
flects the internal symmetries of the system which are consis
tent with the Newtonian time hypothesis and, thus, with the 
Galilean symmetry of the center of mass. 

In this section, then, we study the infinitesimal point 
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TABLE VII. The associated Lie algebra of the dynamical group of a one-dimensional linear Newtonian system. 

Xl X 2 

0 
!.i;(0)X6 

Xl 
- .t;(0)X6 

X, 
.t;(O)Xo 

0 
- !i,(0)X6 

X3 
- Xl + !f,(O)X. 

!f,(0)X6 
- 2/0(0)X6 

X. 1o(0)X6 -X, 

Xo - X, + f,(0)X6 0 

transformations belonging in Gm (2), for a one-dimensional 
linear system. In this case, according to Eqs. (4.1), it is clear 
that for a linear system Eqs. (2.11) and (2.12) become 

l1(t) = ¢2(t ), 

e (t,x) = ¢3(t )x + ¢4(t ) , 

since now we have 
¢1(t)=O, 

¢2(t) = ql + q3t , 

(4.2) 

(4.3) 

(4.4) 

while ¢3 and ¢4 still have to satisfy Eqs. (2.13). Moreover, 
these equations become now in the identity 

(ql + q3t )n (t) + 2qYJ (t) = ° , (4.5) 

which must hold for all t, and where we have written 

I} (t) =/1(t) - .!/~(t) - ~i2(t), (4.6) 

plus two linear differential equations for ¢3 and ¢4; namely, 

2¢3 = - (d Idt){(ql + q3t )/2(t)) , 

¢4 + A¢4 + 11¢4 = 2q% + (ql + q3t )io - lo¢3 . 
(4.7) 

The first equation in (4.7) gives 

¢3(t) = q4 - ! (ql + q3t )A(t) , (4.8) 

and therefore the second equation (4.7) becomes 

¢4 + A¢4 + 11¢4 

= !(ql + q3t )(2io - lofz) - (q4 - 2q3)/o . (4.9) 

The identity (4.5) is an additional condition which must 
be satisfied by the given functions II(t), A(t), and i2(t). This 
brings into the fore an interesting classification of the prob
lem. We distinguish the following cases. 

Case 1: When I} (t) = 0, then ql and q3 are two arbitrary 
independent parameters. 

Case 2: When n (t) = const#O, then necessarily we 
have q3 = 0. This means that there is no change in time scale 
allowed as a symmetry transformation. 

Case 3: When I} (t) = at -2, a#O, then ql = 0, which 
means that the change in time scale may be a symmetry 
while the time translation is not. 

Case 4: If I} (t) = a( I + ht 2)-1, with ab #0. This re
quires q3 = bql; i.e., 11 = ql( I + ht), which means that, actu-
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X3 X. Xo 

X, - !f,(0)X. 
- /o(O)Xo X, - /,(0)X6 + 2/0(0)X6 

- !f,(O)Xo X, 0 

0 0 X6 

0 0 -Xo 

-Xo X6 0 

ally, there is no symmetry of time translation. 
Case 5: Here we consider all the remaining possibilities. 

Clearly, this means ql = q3 = 0, and therefore t' = t. 
Furthermore, if one considers the general procedure we 

have to follow in Sec. 2 to obtain the Lie algebra, one imme
diately observes the well-known rule: 

(4.10) 

for having the subalgebras associated with the subgroups 
one obtains by the elimination of some of the parameters. 
(The meaning of this rule is obvious.) Hence, a glance at Eqs. 
(2.28) shows that, because of Eqs. (4.2), (4.3), and (4.4), in the 
present case we have, quite generally, q5 = q7 = qS = 0; i.e., 

(4.11) 

In other words, the elimination of these three operators of 
the general Lie algebra, presented in Table II, immediately 
gives us the most general Lie algebra associated with the 
dynamical group of a one-dimensional linear system in the 
context of Newtonian mechanics. We present this algebra in 
Table VII. This algebra corresponds to case 1 above (i.e., 
I} = 0). As examples of this case, we mention the free parti
cle and the free falling particle, whose dynamical group alge
bras can be read easily from Table VII. The damped har
monic oscillator and the simple harmonic oscillator pertain 
in case 2 above (since n = w); i.e., we have 

X3 =X5 =X7 =X8 = 0, (4.12) 

wherefrom the corresponding algebra follows immediately 
(see Table VIII). 

TABLE VIII. The Lie algebra of the dynamical group of the one-dimen
sional damped hannonic oscillator (or, when A = 0, the simple hannonic 
oscillator). 

X, X, X. X6 

X, 0 -m~X6 0 X,-UX6 

X, m~X6 0 X 2 0 

X. 0 -X, 0 -X6 

X6 -X,+UXo 0 X6 0 
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A modified definition of the index of degree p of a finite-dimensional representation of a simple Lie 
algebra is given. The definition applies equally to even and odd p. The correspondence between the 
earlier definitions of indices (even p) and anomaly numbers (odd pJ is pointed out as well as the 
relation to Casimir invariants of the algebra. A closed formula for the fifth-order index is derived. 

PACS numbers: 02.20.Sv 

The index of order k of a finite dimensional representa
tion P of a simple Lie algebra L with complex or real param
eters is a rational number (a suitable normalization makes it 
an integer) associated with p. There are three ways of defin
ing it in the literature: as a certain k th order derivative of the 
character X (p) of the representationp of the Lie group evalu
ated at the origin, or in terms of scalar products of weights of 
P, or as the trace of a Casimir operator of degree k. As long as 
one is interested in indices of degree 2 only, there is little 
difference or relative advantage in using any of the defini
tions. However, they are quite different for indices of higher 
order. 

The practical value of the indices is in relations they 
provide when tensor products or tensor powers (with or 
without a permutational symmetry) are decomposed into di
rect sums of irreducible components, or when representa
tions of a Lie group/algebra are reduced to direct sums of 
representations of subgroups/subalgebras. For exploitation 
of these properties see Refs. 1-6. 

The purpose of this paper is to provide a new definition 
of the index of the representation p of L as the trace of a 
suitably chosen set of Casimir operators of L. The main value 
of the new definition is that it provides more relations 
between the "new" indices than there are between the "old" 
ones, and the structure of these relations is more uniform as 
to the degree of the index and the type of the Lie algebra. 
Consequently, the applications are more restrictive, i.e., 
more powerful. For the first time we derive here an explicit 
expression for the fifth degree index of the representations of 
the Lie algebras of type An (n;>5) and explain the relation 
between different definitions of the indices. 

1. SOME PROPERTIES OF THE "OLD" INDICES 

Here we recall some of the properties of the usual in
dices which will be needed later on in the paper. 

Let L be a simple Lie algebra, and let p be a finite repre
sentation of L. The (second-order) index 12 (p) of the repre
sentationp, as defined by Dynkin, I is the trace of the second
order Casimir operator on the representation p. Its value 
when p is irreducible is given by 

12( p) = d (p)(A.A + c5), (1.1) 

whered (p)is thedimensionofp, (A,A + c5 lis the eigenvalue 
of the Casimir operator, A and c5 being respectively the high
est weight of p and the sum of all positive roots of L. The 
Dynkin index has many useful properties. LetpA andpB be 
any two irreducible representations of L. Then the tensor 
product p A ® P B decomposes as a direct sum of N irreducible 
components Pi: 

N 

PA ®PB = ffi Pi' (1.2) 
i~1 

The Dynkin index 12( p) satisfies the sum rule 
N 

d(PA)/2(PB) + d(PB)/2(PA) = 2)2(Pi)' (1.3) 
i~1 

As early as in 1965, Biedenharn2 briefly considered the 
third-order index I i (p) [seeEq. (1.6)] for some v especially in 
connection with the SU(3) group, and noted its proportional
ity to the third-order Casimir invariant of the SU(3). A gen
eralization of the Dynkin index was undertaken in Ref. 3. It 
is based on the observation that 12 ( p) can also be written as 
12(P) = l:M(M, M), where the summation extends over all 
weights M of P and (M, M) is the standard scalar product in 
the root space of L. The index 12k ( p) of order 2k of the repre
sentation P was then defined3 as 

12dp) = I(M, M)\ k = 0,1,2,.··. (1.4) 
M 

It was shown3
.4 that 12k (p) possesses some of the useful prop

erties of lo( p) = d (p) (dimension ofp) and 12( p) (Dynkin type) 
for some values of k > 2 and/or for Lie algebras of several 
types. One of the general properties of 14(P) which refers to 
the product (1.2) is an analog of (1.3): 

14(PA ®PB) = d(PA)/4(PB) + d(PB)/4(PA) 

2(n + 2) N + 12(PA)/z(PB) = 2: /4(Pi)' 
n i~l 

(1.5) 

Here n denotes the rank of L. Extensive tables of d (p), 12( pi, 
and 14(p) are found in Ref. 5. Sum rules similar to (1.3) and 
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(1.5) for 12k , k> 2, hold only for Lie algebras of certain 
types.3 Equation (1.4) cannot be used to define odd-order 
indices. It turns out/ however, that the quantity 

l;(p) = 2)v, MY', p=O,I,2,. .. , (1.6) 
M 

where v is an arbitrary but fixed nonzero vector, has a behav
ior similar to that of an index for even and odd values of p. In 
particular, one has for the tensor product (1.2) 

p , 

I' ( ® ) - " p. I ' ( )1' ( ) p PA PB - k~ok!(p-k)! k PA p~k PB 

N 

= I/;(pJ (1.7) 
j= 1 

Moreover, a suitable choice of the fixed vector v makes I i (p) 
equal6 to the triangle anomaly number7

•
8 of p. This fact has 

been implicitly noted also in Ref. 2 for the case ofSU(3) in a 
different context. 

Explicit algebraic expressions are computed for 12( p) 
and 14 ( p) in Ref. 3, for Ii (p) in Ref. 6, and the relation 
between I; (p) and Ip (p) for p = 2 and 4 in Ref. 6 allows us to 
find also I; (p) and I ~ (p) for any p. For other degrees one has 
to use directly the definitions (1.4) and (1.6). Even then the 
evaluation of Ip or I; does not represent a serious problem. 
Indeed, the summation over all weights can be replaced by 
the summation over the Weyl group orbits of weights pro
vided one knows the orbits (i.e., dominant weights ofp) and 
their multiplicities. The multiplicities can either be found 
from the new extensive tables9 or they can be computed us
ing, for instance, the fast algorithm of Ref. 10. 

In Ref.ll, a new definition of the fourth-order index has 
been proposed. The present work is its generalization. 

2. CHOICE OF CASIMIR INVARIANTS AND DEFINITION 
OF THE 'NEW' INDEX 

The new definition of the index of representation of gen
eral order p offered here [Eq. (2.10) below] eliminates the 
drawbacks of the indices 12p and I;; namely, dependence of 
their properties (or even the existence of these properties) on 
the type of the Lie algebra L and the dependence on the 
choice of the vector v. It relates naturally the indices to the 
Casimir invariants, but hinges on a particular choice!l of the 
basis of the Casimir invariants. 

It is known!2 that any simple Lie algebraL of rank n has 
exactly n fundamental Casimir invariants (Ip ). For exam
ple, for the Lie algebras An' they are I p ' p = 2, 3, ... ,n + 1, 
where Ip denotes the fundamental Casimir invariant of de
gree p. Their degrees are recalled in Table I. Thus any other 
Casimir invariant of L is a polynomial of the n fundamental 
ones. We notice that the choice of the n fundamental Casimir 
invariants (i.e., the basis) is by no means unique. For exam
ple, we may replace the fourth-degree invariant 14 by 

(2.1) 

for arbitrary constants c and c'. However, we eliminate most 
of the arbitrariness of the choice in the following way. Let t 1 , 
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TABLE I. Degrees of the fundamental Casimir invariants of simple Lie 
algebras. 

Lie algebra 

A I _ J (/>2) 
RI • CI (1)2) 
DI (/>3) 
E6 
E7 
F. 
G2 

E8 

Degrees 

2.3.4 ..... 1 
2.4.6 .... , 21 
2. 4. 6, ... , 21 - 2. 1 
2. 5, 6, 8, 9, 12 
2,6,8, 10, 12, 14, 18 
2,6.8,12 
2,6 
2,8, 12. 14, 18,20,24,30 

t2 , ••• ,td be a basis of the Lie algebraL with the Lie multiplica
tion table 

(2.2) 

with the structure constants C;y, where a summation over 
repeated Greek indices is understood. Further, letAp andBq 

be two Casimir invariants of L of order p and q, respectively, 
which, however, are not necessarily fundamental. In terms 
of the basis of the Lie algebra, they are written as 

A = d',I-""'I-'Pt t · .. t 
P PI J.l2 J.Lp ' 

(2.3) 

where the coefficients d""'l-'p and b I-',"'I-'q are symmetric with 
respect to permutations of superscripts. Then we define an 
inner product (Ap, Bq) as 

(Ap, Bq) = opqd""'I-'Pbl-""'l-'q' (2.4) 

where we have lowered the Greek indices in b I-',"'I-'p using the 
Killing metric tensor gl-'Y defined by 

gl-'v = c·tr(ad tl-' ad tv)' c#O. (2.5) 

It is easy to verify that the inner product (Ap, Bq) is indepen
dent ofa particular choice of the basis ti> i = 1, ... ,d, of L. By 
the linearity we can extend the definition of the inner pro
duct to any two Casimir invariants. 

Apart from normalization constants, a unique choice of 
the fundamental Casimir invariants of L then can be made. 
Let us illustrate it on the example of An. We choose 

(2.6) 

since 12 and 13 are unique Casimir invariance of the second 
and third order, respectively, for An' However the fourth
order Casimir invariant has the ambiguity expressed in Eq. 
(2.1). We choose!! constants c and c' so that J4 is a fourth
order Casimir invariant satisfying the orthogonality condi
tion 

(2.7) 

Similarly, constants c' and c" in expression Js = Is 
+ c'I2I3 + c" 13 are determined by (see Sec. 8 for explicit 

form of Js) 

(J5,12I3) = 0 (2.8) 

as well as by the requirement that J5 is of purely fifth order. 
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As for the sixth-order invariant J6 , we demand the validity of 

(J6,(12)3) = (J6,(13)2) = (J6,1214) = 0, (2.9) 

since (12)3, (13)2, and 1214 are also Casimir invariants of the 
sixth order. We can continue this process to determine high
er order invariants Jp 's at least for compact simple Lie alge
bras. We note that some Lie algebras may lack a fundamen
tal Casimir invariant Ip for some integer p. Then, we have, in 
general, Jp = 0 identically for any such p. For example, all 
exceptional Lie algebras G2, F4 , E 6, E7 , and Es as well as A I 
and A2 do not possess 12 any genuine fundamental fourth
order invariants so that J4 = 0 for these algebras. II As we 
noted elsewhere, 13 this fact implies the validity of a quartic 
trace identity for these Lie algebras. Also, for a givenp, Jp is, 
in general, unique, apart from an overall normalization con
stant, except for the Lie algebras Dn for n an even integer, 
where we have two linearly independent nth-order funda
mental Casimir in variants J n and In satisfying the orthogon-

ality condition (In, In) = 0 as in Ref. 11 for the special case 
n =4. 

We define I I the fundamentalpth-order index D IpI(p) 
for a representationp to be the trace of Jp in the representa
tionp. Whenp is irreducible, the eigenvalue of Jp inp is 
designated as Jp (p). Then we have 

DIPI(p) = d(p)Jp(p) = trJp. (2.10) 

Hereafter, p designates the generic irreducible representa
tion of L, unless otherwise stated so. We shall prove in the 
next section that D I PI( p) satisfies a sum rule 

N 

d(PA )DIPI(PB) + d(PB)DIPI(PA) = IDIPI(pj) (2.11) 
j=1 

for the Clebsch-Gordan decomposition equation (1.2). 
Then, 12 ( p) must be proportional to D (2)( p). The validity of 
Eq. (2.11) for p = 3 and 4 has already been noted in Ref. 11. 
We shall also show in Sec. 3 that the indices Ip(p) and I ;(p) 
defined earlier must be polynomials in those fundamental 
indices D Iql( p)'s with q<,p. This is the reason we called 
D (PI( p)'s fundamental indices. We will prove also the 
D I PI( pi's satisfy some polynomial sum rules for the decom
position equation (1.2) in addition to Eq. (2.11). 

Finally, let us consider a branching sum rule. Let La be 
a semisimple subalgebra of L. Any irreducible representa
tion liJ of L, restricted to the subalgebra La will then be, in 
general, reducible, and will be decomposed as a direct sum 

(2.12) 

of irreducible componentspj 's of La. Then, for the decompo
sition equation (2.12), we have 

SpDIPI(cu) = ID~PI(pj) =D~PI(p), 
j 

(2.13) 

where Sp is a constant which depends upon L and La but not 
upon cu. Therefore, once Sp is computed for a specific repre
sentation liJ, Eq. (2.13) can be used as a check of the branch
ing rule (2.12) for any other irreducible representation cu. The 
validity of (2.13) was established for p = 2 (Ref. 1), P = 3 
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(Ref. 6), and, for some Lie algebras, also for p = 4 (Ref. 3). 
With the new definition of the indices its validity is further 
extended in Sec. 6. The numerical expression ofJp(p) (p<,5) 
for the Lie algebra An is given in Sec. 8 with some applica
tions. 

3. GENERAL INDICES 

In this section we introduce a general index L P (p) of the 
representation p of degree p. The old and new indices of 
previous sections turn out to be different specializations of 
Lp(p). 

Lett I" (f..L = 1,2,. .. ) be an ordered basis of the Lie algebra 
L with the multiplication table (2.2). We denote the matrices 
representing tl" inp by XI"' The general index is then given by 

(3.1) 

where b 1","'l"p are real coefficients, completely symmetric 
with respect to permutation of the superscripts, and not all 
equal to zero. 

When we note Tr XI" = 0 for any semisimple Lie alge
bra, we can readily see that Lp(p) for p = 2 or 3 satisfy 

N 

d(PA)Lp(PB) + d(PB)Lp(PA) = ILp(pj) (p = 2,3) (3.2) 
j=1 

for the decomposition equation (1.2). However, for p>4, the 
situation is more involved. For example, we have 

d(PA)L4(PB) + d(PB)L4(PA) 

+ 6bl"vaPTrIAI(XI"Xv) TrIBI(XaXp) 
N 

= IL4 (pj)' (3.3) 
j= I 

where TriA I and TrlB I imply the trace operation in the irredu
cible representation spacesPA andpB' respectively. As we 
shall see shortly, we have 

(3.4) 

for some constant c, which does not depend uponp, provided 
that L 2( p) is not identically zero. Therefore, Eq. (3.3) is re
written as a mixed sum rule 

N 

+ d(PB)L4(PA) + c'L2(PA)L 2(PB) = IL4(pj), (3.5) 
j=1 

where c' is a constant depending only on the values of b I" ,···I"P. 

Relations (1.5) and (1. 7) for p = 4 are clearly special 
cases of(3.5). It is useful to see explicitly the choice of coeffi
cients in (3.1) which leads to the indices Ip ( p) and I; ( p) of 
(1.4) and (1.6), respectively. For that let us first fix the Car
tan-Weyl basis for L. Namely, we choose 

where hj,j = 1,2, ... ,n, span the Cartan subalgebra of L. 
Then, choosing 
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(3.7) 

where 

we have 

Lp(p) = I ;(p) 

of (1.6). Next, let us choose 

b I',V''''V''''''pVp = ~ D",V'g",v, ••• g"PVP, 
p! P 

(3.8) 

where the summation is over p! permutations P over VI"'" vp 

and whereg"vhas nonzero components only in Cartan subal
gebra sector by 

gjk = gJk (j,k = 1,2, ... ,n), 

(3.9) 

gju = gaP = 0 (a and P are nonzero roots). 

It is easy to observe that L 2p ( p) in this case is precisely 12P ( p) 
defined by Eq. (1.4). 

Since b ", ... "p is completely arbitrary except for its totally 
symmetric property on index setIL), we call any Lp(p) the 
generalized index of order p. At first glance, it may appear 
that we have an infinite number ofpth-order indices Lp(p) 
for any givenp. However, this is not really the case. We shall 
prove shortly that the number of linearly independent pth
order generalized indices is equal to the number of linearly 
independent pth-order Casimir invariants of L. Let Ap be a 
pth-order Casimir invariant such that 

(3.10) 

for some completely symmetric coefficients a''''I'p. The con
dition 

[t",Ap] =0 (3.11) 

can easily be seen to be equivalent to 

(3.12) 

where we lowered indices using gl'v and the symbol a) im
plies that we delete thejth indexIL) and replace it by a inside 

a", ... "p' 

Now, we construct fundamental Casimir invariants 
Jp's as in the previous section. They can be written as 

J g """ = Pt t .. ·t . 
P PI tt2 fLp 

(3.13) 

In particular the orthogonality conditions, Eqs. (2.7)-(2.9), 
are now rewritten as 

g"vaPg"vgaP = 0 (p = 4), 

g"v"a
f3g"v"gaP = 0 (p = 5), 

as well as 

(3.14a) 

(3. 14b) 

= g"vAaf3rg"vg"agpr = 0 (p = 6), (3.14c) 

for p = 4,5 and 6. The fundamental pth-order index D (PI( p) 
is given by 

222 J. Math. Phys., Vol. 25, No.2, February 1984 

which is equal to d (p)Jp( p) when p is irreducible. 

4. INDEX OF THE TENSOR PRODUCT OF 
REPRESENTATIONS 

(3.15) 

Now, we are in a position to prove the sum rule, Eq. 
(2.11). We first replace XI' in Eq. (3.15) by 

(4.1) 

which is the generator of the product representationpA ® p B' 

Here E A and E B are the unit matrices in p A and p B' respec
tively. Then, the right side ofEq. (3.15) contains many terms 
such as 

g'''2I'''''''~r(AI(X X )TrIBI(X ···X ) (4.2) 
J.l1 1-'2 j..l.., I-tp 

in addition to d (PA )DIPI(PB) + d(PB)DIPI(PA)' However, 
any such term as Eq. (4.2) must be zero for the following 
reason. We have evidently 

(4.3) 

wherepo hereafter designates the adjoint representation of L. 
Next, for simplicity, we set q = p - 2, and replace indices 
IL3, ... ,ILp by V I ,V2, ... ,vq • Consider now 

and note that TrlBI ([X"' Xv .. ·Xv ]) = 0, where the summa-, , 
tion is over q! permutations P of q indices vl, ... ,vq • Then we 
find that av, ... v. satisfies Eq. (3.12) with replacement of p by q 

and of IL) by v). Therefore, Aq = av,,,,v'tv , tv, ... tv, is a qth-or
der Casimir invariant of L and must hence be expressed as a 
polynomial of the fundamental Casimir invariants Jp's. In 
view of the Poincare-Birkhoff-Witt theorem this implies 
that av ... v can be expressed as a linear combination of gv, ... v , 

, q , 

gv,v,gv,V
4
gV,V

4
"'v,' gv,v,v,gv

4
gv, ... v,' etc. Then Eq. (4.2) is zero by 

the orthogonality conditions such as 

,.J1.,I'2I', ... " 0 
15 Pg",I',g", ... "p = . 

This proves the validity of the sum rule (2.11). 
A natural question which arises in connection with 

(2.11) is to find expressions for indicesLp of tensor powerspn 
=P ® ... ®P of one representationp or, preferably, for com

ponents ofpn with a given permutation symmetry. Such rela
tions for Ip(p) and I ;(p) were derived in Refs. 4, 6, and 14. A 
separate paper is devoted to this problem. 14 

5. INDICES AND CASIMIR INVARIANTS 

It is clear from the definition (3.15) of D IPI(p) that there 
is a close relation between the indices and Casimir invar
iants, and it follows from the general argument [Eqs. (3.10)
(3.12)] that the number of linearly independent indices of a 
fixed degree coincides with the number of Casimir invar
iants. Nevertheless, it is useful to work out the lowest nontri
vial case, i.e., p = 4. 
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By the same reasoning as above, we can write 

= clg!'vaf3 + j C2(g!'vgaf3 + g!,agvf3 + g!'f3gva) (5.1) 

for some constants CI and C2• Multiplying both sides of Eq. 
(5.1) by gl'vaI3 and gl'v ~f3 and noting the orthogonalization 
condition (3.14a), we find 

and 

cIgI'vaf3g!'vaf3 = D (4)( p) = d (P)J4( p) (5.2) 

-(4) 
c2[d(po) + 2]d(po) =D (p), 

15 (4)( p) = d (P)J2( pH J2( p) - A J2( Po) J, 

(5.3a) 

(5.3b) 

where Po is the adjoint representation. Now gl'vaI3g!'vaI3 can
not be zero. unless D (4)( p) is identically zero for all irreduci
ble representations p. and hence unless J4 = 0 identically by 
Harish-Chandra's theorem. 12 Therefore, we can express C1 

and C2 in terms of D (4)( p) and 15 (4)( pl. respectively. Inserting 
these expressions into Eq. (3.1) leads to 

L4(P) = ciD(4)(p) + c;15(4)(p), (5.4) 

where constants ci and c; are now independent of the gen
eric irreducible representation p. We note that 15 (4)( p) is the 
index corresponding to the fourth-order Casimir invariant 
1; given by 

1; = j (gI"gaI3 + gl'agvI3 + gl'f3gVU)I!, tvla 113 

= 12[ 12 - F2(PO)]' (5.5) 

which is not fundamental. At any rate, Eq. (5.4) proves that 
any fourth-order general index L 4 ( p) can be expressed in 
terms of two indices corresponding to fourth-order Casimir 
invariants J4 and (12f This reasoning is evidently applicable 
to any L (p). Also, as we will explain in Sec. 7, the sum rule 

P -
[involving D (4)( pI] for the decomposition equation (1.2) is 
equivalent to a quadratic sum rule for D (2)( p). Finally.!-the 
explicit relation expressing 14( p) in terms of D4(P) and D4( p) 
is given in Ref. 1 I. 

6. INDICES AND BRANCHING RULES 

Let us consider the representation (2.12) of Lo which 
arises as a result of reduction of a representation (i) of L ~ Lo, 
and prove Eq. (2.13). 

Suppose that the subalgebra Lo is spanned by the first m 
elements tl' t2, ... ,lm of L, where m is the dimension of Lo. In 
order to distinguish the basis of Lo from that of L, we use the 
notation! tj I (j = 1, ... ,m) and! I!, I (fl- = 1,2, ... ,do) for bases 
of Lo and L, respectively. Now, the pth-order fundamental 
index D if)( p) of Lo will be written as 

D i{)( p) = g(OIiJ,..}"Tr(X X · .. X ) 
11 h Jp , (6.1) 

where g(OIiJdptj, tj, ... tjp is the Casimir invariant J;» of Lo. If P 

is a direct sum of irreducible componentspj' as in Eq. (2.12), 
we evidently have 

D~P)(p) = 2:n~P)(pj)' 
j 
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On the other hand, we may rewrite Eq. (6.1) as 

D (Pl( p) = g(OIiJ, .. jp ~ ~Tr(X X ... X ) 
o I ~ 1, 12 lp p. P 

and note that 

1 
I" ITr(X!',X!', ... X!,) 
p. p 

regarded as a p-form over L can be expressed as 

1 

P
I ITr(X!" ... X!,) = cpD (P)({i))g!', ... !'p 
• p 

(6.2) 

(6.3) 

by the same reasoning used already. Multiplying by g""!'P 
and noting the orthogonality conditions, we find 

C --"""!'Pg - I (6.4) p5 !"'''!'p -

so that cp is independent of (i). Now we restrict the indices 
fl-l'''fl-p to subindicesjl,j2, ... Jp of Lo, and insert the result of 
Eq. (6.3) into the right side of (6.2). We now note that gj'''jp 

can be expressed as a linear combination of tJj'''jp' tJj2gJ~!.jp' 
etc. by similar reasoning together with the explicit form of 1p 
to be discussed in Sec. 8. Therefore, the second and higher 
terms in the right side ofEq. (6.3) will give zero contribution 
in view of the orthogonality conditions such as 

gIOIi'''jp...(.o) ...(.0). = 0 
5Joh 5 h'''lp 

for Lo' Therefore, we find Eq. (2.13), i.e., 

SpD I Pl({i)) = ID ~p)( Pk) = D ~P)( pI, 
k 

Evidently Sp does not depend upon (i). 

(6.5) 

(6.6) 

We emphasize that the orthogonality conditions for 

g''''!'P's are crucial for this derivation. Therefore, the sum 
rule (6.5) will not hold, in general, for Lp({i)). The exceptions 
are, of course, the cases p = 2, 3. This is because the second
and third-order Casimir invariants J2 and J3 are unique, 
apart from the normalization constants, so that we have 

L 2({i)) = c1D (2)({i)), 

(6.7) 
L 3({i)) = c2D (3)({i)) 

for some constants c1 and C2 which do not depend upon (i). 
This fact was previously known. 1.6.8 

We may remark that Sp can be identically zero for some 
choices of p, L, and Lo. We will calculate some explicit values 
of Sp in Sec. 8, for some special cases. As an interesting exam
ple ofEq. (6.5), let us identify L = D n, Lo = An _ l' and 
p = 3. Since Dn , for n > 3, does not possess any third-order 
Casimir invariant J3, we have D (3)({i)) = O. Therefore, Eq. 
(6.5) becomes 

ID~)(pj) = o. 
j 

When we choose (i) to be the 2n 
- I dimensional spinor repre

sentation of Dn corresponding to highest weight An andlor 
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A n ~ I' this relation is rewritten more explicitly as 
n-I 

I D~I(Aj) = 0, 
jeven 

(6.8) 
n~1 

I D~I(Aj) = 0, 
jodd 

where A I' A 2, •• ·,An _ 1 are fundamental representations of 
the Lie algebra An _ 1 . Since D ~I( p) is the triangle-anomaly 
coefficienC·8 in gauge field theory, Eq. (6.8) assures the re
normalizability of the theory. The special case of n = 5 cor
responds to the famous model of Georgi and Glashow ls for 
the SU(5) grand unification. We remark that Eq. (6.8) was 
first observed by Georgi 16 and utilized for SU(7) models of 
hypercolor theory as well as of grand unification theory by 
many authors. 17.18 

Also, the special case of L = sl(nm) and 
Lo = sl(n) ® slim) is physically interesting. 19 The sum rule 
(6.5) for p = 2 and 3 and Eq. (2.11) for p = 2, 3,4 were uti
lized and applied for determination of possible preon models 
in particle physics by Schellekens et al. 20 These sum rules 
together with the congruence class conservation rule21 are 
very useful for many practical purposes. 

7. POLYNOMIAL INDEX SUM RULES 

In Sec. 3, we have noted that any fourth-order general 
index L4(P) must satisfy the sum rule (3.3). If we choose 
b pva/3 = g'va/3, then it will reproduce Eq. (2.11) for p = 4. 
Here, we shall choose b pva/3 to be 

(7.1) 

Then it is easy to compute 

L ( ) =15 14J(p) =DI2J(p){ DI2J(p) _ ~ DI2J(pO) }, (7.2) 
4 P dip) 6 d(po) 

where 15 14J(p) is the same as in Eq. (5.3b). The sum rule(3.5) is 
now explicitly evaluated to give 

1 D121(p )DI2J(p ) I-- [D(2)(pjW = 4 A B 
j d(pj) d(po) 

[ 
D(2)(PA) D (2 )(PB)]2 

+d(PA)d(PB) d(PA) + d(PB) , (7.3) 

which reproduces the quadratic sum rule of Ref. 11. 
Next, let us consider a fifth-order index 

Ls(p) = bPvAa/3Tr(XpXvXAXaX/3). 

If we set b pVAa/3 equal to g'vAa/3, then Ls( p) will reduce to 
D (5)( pl. Here, let us choose 

lOb pVAa/3 = g'VA[{'/3 + g'vag"-/3 

+ g'v/3g"-a + g'aAgv/3 + g'/3AgVa + [{'VAg'/3 

+ gf3VA[{'P + [{'/3Ag'v + [{'fJVg'A + [{'fJPgVA, (7.4) 

which is totally symmetric in five indices /1, v, A, a, and p. 
After some calculation, we find 

L ( ) = D(2)(p)DI3)(p) _ ~ D(2)(po) D (3 )(p). (7.5) 
5 P dip) 4 d(po) 

Then, we find a sum rule analogous to Eq. (3.5): 
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I D (2)( pj)D (3)( Pj) 

j d(pj) 

= ::;:: D
(2

)(PA)DI3)(PA) 

+ d (p A) D (2)( P B )D (3)( P B) + 6 + d (Po) 
d(PB) d(po) 

X{D(2)(PA)D I3)(PB) +D I21(PB)DI3)(PA)}. (7.6) 

Since D (31( p) = ° identically8 for all Lie algebras except for 
An (n;;;.2), Eq. (7.6) is useful only for the Lie algebraA n (n;;;.2). 

Ifwe study L6(P) with suitable choices for bPvAafJr, we 
will find more complicated polynomial sum rules. However, 
there exists a simpler way of obtaining some of these sum 
rules. Following the method described in Ref. 13, we know 
that we have 

~ I [I2(Pj) - 12(PA) - 12(PB)]3d(pj) 
8 j 

= TrIAI(XPXVXa) TrIBI(XpXvXa) (7.7) 

for the decomposition (1.2). We can readily evaluate 

D (3)( p) 1 D (2)( Po) 
Tr(XpXvXa) = D (3)(,1 ) gpva + 2 d (Po) gaPc!/,v, (7.8) 

where A in D (3)(,1 ) is the arbitrary but fixed representation 
which is called the reference representation in Ref. 11. Here, 
the normalization of gpva is chosen to be 

gpva = ~ TrlAJ(xpxv + xvxp)xa (7.9) 
in the reference representation ,1. This will be explained 
again in the next section. Inserting (7.8) in the right side of 
(7.7), we find the following cubic sum rule: 

I{ D(2)(pj) _ D(2)(PA) _ D(2)(PB) }3
d

(pj) 

j d(pj) d(PA) d(PB) 

= 8 D (3)( pA )D 13J(,oB) 
DI3J(,1) 

_ 2 D(2)(po) D(2)(PA)D I2)(PB). (7.10) 
[d(poW 

For all simple Lie algebras other than An (n;;;.2), we have 
D (3)( p) = ° identically.8 In that case, we delete the first term 
in the right-hand side ofEq. (7.10). Then, it will give a cubic 
sum rule involving only the second-order index D (2)( pl. 

Similarly, we can find the following quartic identity 
w hen we normalize D (4)( p) and D (3)( p) suitably as in Ref. 11: 

_1_ [D(2)(pj) _ D
(2

)(PA) _ D(2)(,oB) ]4
d

(pj) 

16 -t d ( Pj) d ( P A ) d ( P B) 

_ 1 [ D (4)( p A )D (4 )( P B) 

- 2 + d(po) D (4)(,1) 

+ 3 d(PA)d(,oB) H(PA)H(PB)] 
d(po) 

1 D (2)(po) D (3 )(PA )D I3 )(PB) 
- 2 d(po) D(3)(,1) 

+ _1_ [D(2)(pO)]2 D(2)(PA)DI2)(PB)' (7.11) 
12 [d(poW 

where we have set II 
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H 
= DI21(p) [ DI21(p) _ J.- D(2)(po) ], 

(p) d(p) d(p) 6 d(po) (7.12) 

which is identical to jj 141( p) given by Eq. (5.3b). For the ex
ceptional Lie algebras G2 , F4 , E 6, E 7, and Es as well as A I and 
A 2, wehaveD I31(p) = DI41(p) = o identically, and we omit all 
terms involving D 131(p) and DI41(p) in Eq. (7.11) for such 
cases. Then it gives a quartic sum rule involving only D 121( p). 
Also, for these special algebras, we have proved in Ref. 11 
that 14(p) defined by Eq. (1.4) is expressed in terms ofa qua
dratic polynomial of 12( p) and that the sum rule (1.5) is essen
tially equivalent to the quadratic one ofEq. (7.3). The special 
case of P A = P B = Po for the exceptional Lie algebras G2, F4, 
E6 , E7 , and Es is interesting, since we have many polynomial 
identities for D 121( Pj) and we can essentially determine 13 

them from these sum rules. 

8. FIFTH-ORDER CASIMIR INVARIANTS 

In order to find explicit forms of fundamental Casimir 
invariants J 's, we proceed as follows: Let A. be an arbitrary 
but fixed nC:Ozero irreducible representation of L, which we 
called II a reference representation. Further, let xI-' be the 
representation matrix of [I-' in A. and define 

h - J.- ~Tr(x x ··,x ) (8.1) 
fLlfL2°··J.Lp - ,k J.LL J.L1. J.lp , p. p 

where the summation is over the p! permutations P of p in
dices Ill' 1l2,···,llp • Then we can construct a pth-order Casi
mir invariant Ip by 

I = h 1-',1-'2"'I-'P[ [ ••• [ . 
P 1-', 1-', I-'p (8.2) 

It has recently been shown22 that essentially all fundamental 
pth-order Casimir invariants can be constructed from I p ' if 
we choose the reference representation A. to be the basic (or 
lowest-dimensional) representation of L. (Adopting the lexi
cographic ordering convention of the simple root system of 
Ref. 4, the highest weight of A. is A I') For this reason, we 
choose hereafter the reference representation A. to be the ba
sic representation. Moreover, we normalize gl-'v by 

gl-'v = hl-'Y = Tr(xl-'xy) 

as in Ref. 11 so that we have 

D 121(A. ) = d (A. )/2(A. ) = d (Po). 

(8.3) 

(8.4) 

The Lie algebraDn po~sesses one more nth-order fundamen
tal Casimir invariant In which cannot be obtained in this 
way. It can, however, be obtained23 by choosing A. to b~.the 
spinor representation of Dn. But the canonical form of I n is 
well known,24--26 with its eigenvalue 

(8.5) 

in the notation of Ref. 25. The corresponding nth-order fun
damental index is then defined by 

for this case, which will satisfy the sum rules (2.11) and 
(2.13). 

(8.6) 

Now, as in Sec. 1, J2 and J 3 can be readily identified as 

J2 = 12, J3 = 13 (8.7) 

for this case, which will satisfy the sum rules (2.11) and 
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(2.13). When n is an even integer, then Dn ~ossesses two 
fundamental nth-order Casimir invariants I n and I n • Other-
wise, Jp is essentially unique. . 

Before going into detail, we may remark the followlllg. 
Let Lo be a semisimple subalgebra of L. We label the basis of 
Land Lo as ! [I-' J and ! fj J as in Sec. 6. Then, if we rest~ct. the 
Greek indices Il's to subindices/s, the pth-order Casimir 
invariant Ip of L given by 

I = h I-"'''I-'Pf ···f 
P J.LI Jlp 

will induce a pth-order Casimir invariant 1101 of Lo by 

1(0) = hjJ'''-jPf t ···f· (8.8) 
P it hip' 

which, however, may not necessarily be fundamental. This is 
the reason i .. -jp may be decomposed into a sum of gIOIi'''-jp, 

etc. as in the discussion of Sec. 6 for the derivation of the 
branching sum rule (6.5). 

Returning to the original discussion, we chose J2 and J3 

to be 

J2 = 12, J3 = 13 

as in Eq. (8.7). For any Lie algebra other than An (n>2), we 
have of course J3(p) = 0 identically.s 

For p>4, the situation is more involved. The explicit 
form of J4 with an appropriate normalization is given byll 

J4 = [2+d(Po)]I4 

_ 3 d (Po) {I _ J.- 12( Po) } {I2 - J.- 12( po)}I2. 
d (A. ) 6 12(A.) 6 

(8.9) 

We may similarly construct J5. The coefficient gl-'Y).aP satis
fying the orthogonality condition (3.l4b) is given by 

gl-'v).aP = [6 + d (Po)] hl-'v).aP 

_ 10 d(po) {I _ J.- 12(po) }b ,(8.10) 
d (A. ) 4 12(A.) I-'y).ap 

where bl-'Y).aP is defined in Eq. (7.4). Then J5 is calculated to 
be 

J5 = g"Y).aPfl-' fJ). fa fp = [6 + d (Po) ]15 

- ~ d(po) {4- 12(po) }!41 -I(p )jI3' 
8 d (A. ) 1

2
(A. ) 2 2 0 

(8.11) 

Next, let us evaluate explicit values of Jp (p). For p<.4, 
they are calculated in Ref. 11, so that we will consider here 
the case of p = 5. Since the only simple Lie algebras with a 
fifth-order Casimir invariant areA n (n>4), E 6, andD5, we see 
that J5( p) is identically zero except for th~e Lie algebras. 
For D5, it is given by Eq. (8.5) withJ5( p)==J5(p) for this case. 
For E6, we note that E6 has no third-order Casimir invariant. 
Hence, we have 

J5( p) = [6 + d (PO)]I5( pl. (8.12) 

In order to evaluate 15( pi, we introduce25
-

27 a nonsymme
trized Casimir invariant lit SI: 

liN, S) = al-'Y).aPf f f f f 
5 I-' Y ). a P' 

al-'Y).aP = Tr(xl-'xyx).xaxp). 

Note that al-'v).aP is not symmetric for exchanges of their 
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indices. However, the evaluation of I~N,sl(p) is relatively 
straightforward. 2s 

For any simple Lie algebra other than An (n;>2) andD4, 
we can show that we can express Is(p) as 

[2 + d(p)]Is(p) = [2 + d(Po)]I~N,SI(p) 
+ 1 [toI ( ) D(41(Po)]J ( ) 12 2 Po - D (41(A ) 4 P 

- _1_ J4(Po)I2(p) + 2-Iz(Po)[412(A) - Iz(po)] [Iz(p)]Z 
12 8 

+ _5_ [Iz(Po)f[ [d(po) + 6]Iz(po) - 18Iz(A. )jlz(p) 
144 

(8,13) 

by using the method given in Ref. 11. For the Lie algebra E6 , 

we may set 

J4(p) = J4(po) = 0 

in Eq. (8.13) since E6 possesses no fundamental fourth-order 
Casimir invariant. Englefield has computed and tabulated28 

eigenvalues of I~N, SI( p) for many low-dimensional represen
tations of E6, so that we can evaluate Js( p) for E6 from Eqs. 
(8.12) and (8.13). We remark that bothJs( p) andIs( p) change 
their signs when we replace p by its contragradient represen
tation p*. However, this nice property is not shared by 
I~N,SI( pl. Moreover, Is( p) [but not I~N,S}( p)] is identically 
zero for all simple Lie algebras other than An (n;>2), E6 , and 
Ds' Also, we used the normalization condition (8.4) for the 
derivation of Eq. (8.13). We can rewrite Eq. (8.12) as 

Js(p) = ! [6+d(Po)][Is(p)-Is(p*)) =H6+d(po)] 

X{I~S(p) _I~S(p*)}. (8.12) 

Another way of computingD (Sl( p) is to calculate direct-
ly 

I ;(p) = I(v, M)S 
M 

as in Eq. (1.6), which must by proportional toD (Sl(p) for E6as 
we see from arguments given in Sec. 3. 

Finally, we have to consider the remaining case of An 
(n;>2). Following the method of Ref. 25, we embed the Lie 
algebra An into the Lie algebra of the U(n + 1) group whose 
irreducible representation is characterized by n + 1 integers 
satisfying 

11;>/2;>· .. ;>ln ;>In + I' 

For simplicity, we set 

N= n + 1, 

<7 =J; + (N + 1) 
J J 2 

1 N 
-j- - Ilk' 

N k~1 

(8.14) 

(8.15) 

(8.16) 

as before. Then, the eigenvalues of J z, J3 , and J4 have been 
computed II to be 

N 1 
J2(p) = I (ay - _N(NZ - 1), 

j~ 1 12 
(8.17a) 

N 

J3(p) = I(aY, (8. 17b) 
j~ 1 
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J4(p) = (N
Z + l)jtl(<7j )4 - 2N~- 3 [jtlaJ r 

+ _1_ N (N Z_l)(N Z_4)(N Z_9). (8.17c) 
720 

Similarly, we have computed Js( p) here to be 

Js(p) = (Nz + 5)jtl(lTj )S - 5(N~- 2) (tlaJ )Ctlo1 )-

(8.18) 

We may easily verify the fact that Eq. (8.18) ensures 
Js( p) = 0 identically for N = 2, 3, and 4, corresponding to 
the Lie algebra AI, Az, and A 3, when we note an identity l3 

foranYlT l , <7z, lT3' and<74satisfying.lJ4~ I lTj = O. For possible 
applications to particle physics, we simply list values of 
Js(A k) and Js(kA d here to be 

JS(Ak) = [(N + I)(N + 2)(N + 3)(N + 4)124NZ] 

Xk(N - k)(N - 2k)[N(N + 5) - 12k(N - k)) 

(N-l;>k;>I), (S.19) 

Js(kA I) = [(N - l)(N - 2)(N - 3)(N - 4)124NZ] 

X k (N + k )(N + 2k H N (N - 5) + 12k (N + k )) 

(k;>l). (S.20) 

We remark that the eigenvalue Js(A k) corresponding to the 
completely antisymmetric representation can be obtained 14 
from Js(kA I) corresponding to the completely symmetric 
one by the formal replacement N-+ - N in accordance with 
a general theorem provedz9 by Cvitanovi6 and Kennedy. 

We can also derive a fifth-order trace identity. Let t be a 
generic element so that 

t=sl'tl'EL (8.21) 

for some real or complex numbers S I"s. We then denote by X 
its representation matrix in the generic irreducible represen
tation, so that 

X = sI'X/1 • (S.22) 

Following the argument given in Ref. 11, we then find 

Tr X 5 
- A (p) Tr XZ Tr X 3 = cs(t )D(SI(p), (8.23a) 

D(S)(p) =d(p)Js(p), (S.23b) 

where cs(t) may depend upon the form oft but not uponp and 
w here A (p) is defined by 

A(p)= 5d(po) (4- Iz(po)). (S.24) 
2[6+d(Po)]d(p) Iz(p) 

If PI and P2 are two irreducible representations of L, then Eq. 
(8.23a) implies the validity of 

Tr(ZI X s _ A (P2) Tr(21 X 2 Tr(21 X 3 

TrW X S - A (PI) Tr(I) X 2 Tr(!) X 3 
D(SI(pZ) 
D(S)(pd' 

(S.25) 

Here, TrU) (j = 1,2) designates the trace in the representa
tion space of Pj (j = 1, 2). 

This relation can be used to simplify the previous 
proof 30 of the uniqueness of the grand unified group SU(5). 
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Since Js( p) = 0 for Lie algebras A2 and A 3, Eq. (S.23) also 
implies the validity of 

Tr X S = A (p) Tr X 2 TrX 3 (S.26) 

for any irreducible representation of these Lie algebras, re
producing the result of Ref. 13. For N = 16 andp = A 2, we 
have Js(A 2) = 0 so that Eq. (S.26) holds also for this case of 
Als ' 

Since we now know explicit values of Jp ( p) (p~5), we 
can evaluate values of 5p which appear in Eq. (2.13). For 
example, consider the case of L = AN _ I = su(N) and 
Lo = AN _ 2 = su(N - 1). Then choosing p to be the basic 
representation /t, we readily compute 5p to be 

52 =N(N - 2)1(N - I)(N + 1), 

53 = N 2(N - 3)/(N - W(N + 2), 

54 = N(N - 4)1(N - l)(N + 3), 

5s = N 2(N - 5)1(N - 1)2(N + 4). 

(S.27a) 

(S.27b) 

(S.27c) 

(S.27d) 

We note the fact that 5p (p.;;5) always contains a factor 
N - p. This is not a coincidence, since we must have 
D bN i( p) = 0 identically for Lie algebras Lo = AN _ 2 

= su(N - 1) withp = N. 
Similarly, if we identify L = Dn and Lo = An _ I' we 

calculate 

52 = 2(n 2 
- l)1n(2n - 1), 

54 = 4(n
2 

- 4)(n
2 

- 9) 
n(4n2 

- 1)(2n - 3) 

(S.2Sa) 

(S.2Sb) 

while we may set 53 = 0 identically, for n~4, and 5s = 0 for 
n ~6. We have checked the validity of our sum rules for many 
simple special irredicible representations. For example, con
sider the case of An = su(n + 1) with product decomposition 

Al ®A I = A2 EIl2A I • 

Then, we should have a sum rule 

2d(A I )DIPi(AI) =Dlpi(Atl +DIPi(2Atl 

for any p. This can be explicitly verified with uses of our 
values of Jp(p) (p.;;5). Similarly for L = An = su(n + 1) and 
Lo = An _ 1 = su(n), the branching rule for An-+An -I' 

{A2J-+{A2J Ell {Ad, 

{2Ad-+{2Ad Ell {Ad Ell (OJ 

induces the branching sum rules 

5pDIPi(A2) = DbPi(A 2) + DbPi(A 1), 

5pD I Pi(2A I) = D ifi(2A tl + D bPi (A I)' 

which can be again verified by our explicit formulas for 5p 

and Jp(p). 
In ending this note, we may remark the following. The 

calculation of J6 ( p) will be very interesting, since practically 
all simple Lie algebras possess fundamental sixth-order Ca
simir invariants. However, the direct explicit evaluation of 
Jp(p) for p~6 is very complicated. In a subsequent paper, 14 

we will utilize a different approach for direct evaluation of 
D I Pi( p) rather than Jp ( p) itself from character formula of 
classical groups. Also, our genral Dynkin indices are useful 
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for purposes of decomposing symmetric or antisymmetric 
tensor products of the same irreducible representation into 
irreducible components. These problems will be discussed in 
a subsequent paper. 14 
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Upper and lower stationary or variational bounds are obtained for functions which satisfy 
parabolic linear differential equations. (The error in the bound, that is, the difference between the 
bound on the function and the function itself, is of second order in the error in the input function, 
and the error is of known sign.) The method is applicable to a range of functions associated with 
equalization processes, including heat conduction, mass diffusion, electric conduction, fluid 
friction, the slowing down of neutrons, and certain limiting forms of the random walk problem, 
under conditions which are not unduly restrictive: in heat conduction, for example, we do not 
allow the thermal coefficients or the boundary conditions to depend upon the temperature, but 
the thermal coefficients can be functions of space and time and the geometry is unrestricted. The 
variational bounds follow from a maximum principle obeyed by the solutions of these equations. 

PACS numbers: 02.30. + g 

I. INTRODUCTION 

We will address ourselves to the question of the con
struction of upper and lower variational bound principles for 
functions which are the solutions of differential equations of 
equalization processes. These include heat conduction, mass 
diffusion, electric conduction, fluid friction, the slowing 
down of neutrons, and certain limiting forms of the random 
walk problem. Before doing so, however, it will be useful to 
make a few remarks on terminology, to establish some of the 
notation, and to record some of the properties of the time 
translation operator U (t,t ') and of the Green's function 
G (r,t;r' ,t '), and to review briefly some previous results on 
variational bounds in other areas. 

A. Some terminology 

We firstly consider terminology. By a stationary princi
ple one means a principle which provides an estimate of 
some quantity Q of interest for which the error in the esti
mate is of the order of the square of the input error. (In a 
Rayleigh-Ritz estimate of the energy E of a system, for ex
ample, the error oE in the estimate of E is a weighted average 
ofthe square of ot/J = t/J,r - t/J, where t/J is the exact normal
ized wave function and t/Jtr is a trial normalized wave func
tion.) By a variational principle, one means a stationary prin
ciple in which the trial input function contains open 
parameters which are to be determined by demanding that 
the estimate Qv of Q be stationary with respect to variation of 
each parameter. The distinction between stationary and 
variational is irrelevant for our purposes, and we will follow 
common usage, in which the terms are used interchangeably. 
By an upper (lower) variational bound, one means an esti-

0) Pennanent address. 

mate which is not only variational but for which the sign of 
Qv - Q is known to be positive (negative). The Rayleigh
Ritz estimate of the ground state energy of a system is an 
example of an upper variational bound. We will use VP for 
variational principle and V Bd for variational bound. 

B. Some notation and some properties of U(t nand 
G(r,t,r' ,f) 

We now give a very brief discussion of some properties 
of U and G. Weare not here concerned with proofs; we wish 
simply to recall and record some properties which will be 
needed later. We consider a linear operator A (t) of the form 

a 
A (t) = K (t) - - . at 

(1.1 a) 

We could be far more general, but we will assume that K (t ) is 
of the form appropriate to the Schroedinger equation, for 
which K (t) = - iH (t )Iii, with H (t) a Hamiltonian, or of a 
form appropriate to an equalization process, for which 

(riA (t )Ir') = o(r - r'l( a(r,t )V·b (r,t)V - :t) 

-o(r - r'l( K (r,t) - :t ) 

=o(r - r')A (r,t), (Ub) 

where V operates in r space. We now assume that the "state 
vector" F(t) is defined by 

A (t )F(t) = 0, t;H, (1.2) 

and by an initial condition, its valueF(r) at the initial time r. 
F (t ) has components defined by F (r,t )={rlF (t ). F (t ) can be 
expressed in terms of the state vector F (t ') at an earlier time t ' 
by means of the relationship 

F(t) = U(t,t')F(t'), t';'r, (1.3) 

a relationship which defines the time-translation operator 
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U (t,t '). It follows immediately that 

U(t ',!') = 1, 

where 1 is the identity operator, and that 

U(t,t ')U(t ',t") = U(t,! "), 

(1.4) 

(1.5) 

where r>t '>t". Inserting Eq. (1.3) into Eq. (1.2) and noting 
that F(t') is arbitrary, it follows that 

A (t)U(t,t') =0. (1.6) 

Equations (1.4) and (1.6) provide an alternative definition of 
U(t,t '). The determination of the "wave function" F(r,t) re
quires a knowledge of F (r' ,t ') at all values of r', that is, 

F(r,t) = I G(r,t;r',t')F(r',t')dr'. (1.7) 

This relationship defines the Green's function, G (r,t;r',t '). On 
setting t = t' in Eq. (1.7) and noting thatF(r',t') is arbitrary, 
one finds 

G (r,t ';r',t') = 8(r - r'). (1.8) 

The completeness of the set off unctions Ir') enables us to 
rewrite Eq. (1.3) as 

(rIF(t) = I (rl U (t,t') Ir')dr' (r' IF(t '); 

comparison with Eq. (1. 7) gives 

(r!U(t,t')lr') = G(r,t;r',t'). 

C.Some previous results on variational bounds 

(1.9) 

There exists a unified formulation for the construction 
of VP's which is applicable to just about any problem in 
mathematical physics. 1.2 This formulation can be used,3 in 
particular, to obtain a VP for the temperature distribution 
T (r,t ) in a heat conduction problem and forfunctionalsF (T). 
Perhaps not surprisingly, there does not exist a unified for
mulation for the construction of V Bd's; the construction of a 
V Bd is a much more difficult task, for it includes the con
struction of a VP and the determination of the sign of the 
error. Nevertheless, V Bd's do exist in a number of areas. 
Thus, for example, there exist variational bounds on classi
cal quantities such as power dissipation and capacitance.4 

Further, as noted earlier, the Rayleigh-Ritz principle pro
vides an upper V Bd on the ground state energy Egd of a 
system; the existence of this upper V Bd originates in the fact 
that the Hamiltonian H is bounded from below and that Egd 
is the lowest point in the spectrum. The literature also con
tains an upper V Bd on the scattering length which charac
terizes scattering at zero incident relative energy.5,6 The up
per V Bd on the scattering length, which is as simple to use as 
the Rayleigh-Ritz V Bd on Egd , again originates in the fact 
that H is bounded from below. In this case zero incident 
relative kinetic energy represents the lowest point in the con
tinuous spectrum; if there exist any discrete eigenvalues (be
low the continuum), these must be and can be accounted for. 

A further comment on the methods used in the develop
ment of a V Bd on Egd or on the scattering length will pro
vide an insight into the procedure to be used to derive a V Bd 
on T(r,t). Letting Q represent either Egd or the scattering 
length, it is possible to obtain a variational identity, an 
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expression of the form 

Q= Qv +..::1Q, 

where Qv is an explicit calculable VP for Q . ..::1 Q is a formal 
expression, for it contains the unknown wave function tP
the normalized ground state wave function if one is consider
ing E gd , or the appropriately normalized scattering wave 
function. Even though L1 Q is formal it is simple to prove that 
..::1 Q is of second order in 81/1 (the error in I/1)-which proves 
that Qv is indeed a VP-and that..::1 Q>O. Thus, in the ground 
state case one has..::1Q = (81/1IH - Egd 181/1), andH - Egd is 
non-negative in the space of square integrable functions. In 
the scattering case we restrict ourselves for simplicity only to 
potential scattering, and, further, to a potential which can
not support any bound states. H is then non-negative in the 
space of square integrable functions. In this case one has 
..::1Q = (81/1IH 181/1), where 81/1 is not square integrable but 
rather approaches a constant at large distances; however, 
one can easily prove that H is non-negative for this class of 
functions too. 

We turn now to the development of V Bd's in time
dependent scattering theory, filling in a few of the details 
because much of the development of V Bd's in the area of 
equalization processes will proceed along very similar lines. 
In might seem from the above discussion that one could not 
obtain a V Bd on the parameters which characterize time
dependent scattering problems, where the relevant operator 
IS 

( - i) a 
A (t) = ----,;- H(t) - at' 

for even though H (t) is bounded from below, a fat is not 
bounded from below (nor from above). However, time-de
pendent scattering problems have a simplifying feature 
which time-independent scattering problems do not, name
ly, the wave functions do not contain plane waves but are 
localized and can therefore be normalized. As a conse
quence, the relevant operator is not the singular time-inde
pendent resolvent (H - E) -1, or in coordinate space 
G (E;r,r'), with E the total energy, but the nonsingular U (t,t ') 
or, in coordinate space, G (r,t;r',t '). [For the time-indepen
dent case, U (t,t ') can be written as U (t - t '), and G (E;r,r') is 
the Fourier transform of G (t - t ';r,r') = (rl U(t - t ')Ir'). 
Note too that G (E;r,r') is not singular for E off the real axis. 
While physical problems normally involve E on the real axis, 
amplitudes there can be obtained by analytic continuation 
from amplitudes off the real axis, and since G (E;r,r') is not 
then singular one can obtain V Bd's for amplitudes off the 
real energy axis. 7

] From the fact that the scattering wave 
function satisfies 

(I/1(t )1I/1(t) = (I/1(t ')II/1(t '), 

it follows immediately for all finite t and I " on using Eq. (1.3), 
that 

U t(t,t ') U (t,1 ') = 1. (1.10) 

That Eq. (1.10) remains valid as t- + 00 and I' - - 00 is 
anything but obvious but is well known to be true. 8 On the 
other hand, while the relationship 

U(t,t')Ut(t,I') = 1 
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is also valid for finite times, it need not be valid for infinite 
times so that U need not be unitary. The isometric property, 
Eq. (1.lO) extended to include infinite times, will however be 
sufficient for our purposes. One can write9

•
10 

U(t,r) = Uv(t,r) +..:i U(t,r), (1.11) 

where the variational estimate Uv is calculable but where..:i U 
is the formal expression-it contains U-

..:iU(t,r) = l' ds f ds'[A (s')U(s',t)]tU(s',s)[A (s)U(s,r)], 

(1.12) 

where U is a trial estimate of U. (One can replace one of the 
two U's in the above expression by a second independent 
trial estimate. 9.10) A U is of first order since AU = 0 and since 
U - U is by definition of first order, and it follows that..:i U is 
of second order. The transition amplitude aft (t,r) for going 
from an initial state tP;(r) to a final state tP/(t) in the presence 
of the known external time-dependent potential is 

aft (t,T) = (tP/(t )1U(t,r)ltP;(r), 

where tP;(t) and tP/(t) are the (known) exact time-dependent 
solutions in the absence of the external potential. Since the 
amplitude of interest is normally 

aft = lim lim aft (t,r), 

the determination of both upper and lower V Bd's on aft 
reduces to the determination of just an upper bound (one 
need not obtain a V Bd) on the absolute magnitude of 

..:iaft (t,T)-(tP/(t )I..:i U(t,T)ltP;(T). (1.13) 

We now proceed to obtain such a bound. With {) represent
ing i or J, we have 

tPt;(t ') = U (t ',t ")tPt; (t "), 

and it is therefore natural to introduce the notation 

¢t;(t ')=U(t ',t ")tPt;(t "). (1.14) 

Inserting..:i U defined by Eq. (1.12) into Eq. (1.13) and using 
Eq. (1.14), we then have 

..:iafi(t,T) = l' dsf ds'(A (s')¢/(s')IU(s',s)IA (s)¢;(s). 

We now use the Schwarz inequality and the isometry of U to 
obtain the sought-for bound, 

l..:iafi (t,T) I <;1' ds fdS'N/(S')N;(S), 

where 

Nt;(t ')=(A (t ')¢t;(t ')IA (t ')¢t;(t ') 112. 

Note that this expression for Nt; is explicit, not formal. Since 
N/ and N; are each of first order, the bound on ..:iaft is of 
second order, as is required if we are to obtain a V Bd. (See 
the remark due to Percival in the Note added in proof in Ref. 
9.) With ..:ia);d the bound on l..:iafi (t,T)1 in the limit of infinite 
times, and with aftv the variational estimate of aft obtained by 
taking the matrix element of Uv ' we have 

a ftv - ..:ia~<;aft <;aftv + ..:ia~. 

The V Bd's are of course useless unless they lie between 0 and 
1. 
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[We note parenthetically that the V Bd on afi has not 
thus far proved to be terribly useful in numerical estimates. 
It gave a rather poor estimate of the probability of ionization 
in a proton-hydrogen atom collision, p + H----+p + p + e-, 
but this is a very difficult problem. \\ The approach did prove 
to be very useful in an analysis at asymptotically high inci
dent velocities of the probability for the transfer of a light 
particle between two heavy particles. Assuming all interac
tions were of a certain class of short-ranged potentials, and 
assuming the validity of the impact-parameter approxima
tion, the external potential seen by the light particle is a 
known time-dependent interaction and the problem reduces 
to a transition amplitude analysis. It was shown 10 that the 
second-Born contribution dominates. (The analogous result 
for the important charge-transfer problemp + H----+H + p, 
where the interactions are not short ranged but Coulombic, 
has not been obtained.)] 

There are two main differences between the develop
ment of V Bd's in time-dependent scattering problems and in 
equalization processes. The first difference is that in the lat
ter case we are concerned with the development of a V Bd on 
a function, such that T (r,t ), rather than on a matrix element 
aft. We will see that this difference is by no means unimpor
tant, but the second and essential difference is the fact that 
the functions in equalization processes are real and of imme
diate physical interest, while the functions in time-depen
dent scattering theory are neither real nor of direct physical 
interest but rather are complex amplitudes [from which, of 
course, one can calculate (real) transition rates]. Related to 
this second difference is the fact that one does not have con
servation of probability and the consequent isometry of U for 
equalization processes. We can have conservation of energy 
in the latter case-we do not have energy conservation for 
time-dependent external potentials-but the relevant prop
erty for our purposes is the "maximum principle," the mon
otonically nonincreasing behavior with time of the maxi
mum value over space of T (r,t )-for the case of heat 
conduction-presumably the (partial) origin of the terminol
ogy equalization process. This will enable us to define a norm 
of U which will give the desired V Bd. 

II. EQUALIZATION PROCESSES 

A. The maximum prinCiple 

In our analysis of heat conduction we restrict our atten
tion to a solid or to a fluid at rest, within which no heat 
sources are present, and we allow the thermal coefficients to 
be functions of rand t but not of T. Appendix A treats the 
case for which heat sources are present. The (linear homo
geneous) differential heat conduction equation is then given 
by Eq. (1.2), with the identifications F (t) = T (t ) and 

K (r,t) = A (r,t )V·(k (r,t )V) 

in Eq. (l.1a), where k is the thermal conductivity and 
A = C -\ with C the heat capacity per unit volume. The tem
perature Tis in degrees Kelvin and is therefore positive. For 
diffusion in a medium at rest and at uniform temperature one 
has 

A (t )u(t ) = 0, 
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where 

K (r,t) = V·(!.iJ(r,t )V), 

with !.iJ the diffusivity and u the concentration. There are 
similar equations for the other equalization processes. Our 
discussion will be in the context of heat conduction but can 
be transcribed immediately to the other processes. 

The operator A is said to be uniformly parabolic in a 
domain of the four-dimensional r,t space if there exists a 
positive constant f.l for which A (r,t )k(r,t »f.l for all points in 
that domain. The maximum principle states l2 that if in a 
domainAk andAVk are bounded and A is uniformly parabol
ic, conditions which we will assume to be satisfied, then for 
any solution T the maximum must occur either at the initial 
time or on the boundary. 

A linear operator W is said to be bounded in a space if 
there exists a finite number R such that 

II Wqll <R Ilqll 
for any function q in that space, where the norm IIqll of q in a 
domain is defined as the maximum value of Iql in that do
main. The norm II W II of W can be defined in the space of q by 
its supremum, 

II WII = sup II Wqll. 
Ilqli"'O Ilqll 

Identifying W with U, t and t ' fixed, 

II U (t,t ')q(t ')11 < IIq(t 'lil = qmax (t '), (2.1) 

where qrnax (t ') is the maximum value of Iq(r,t ')I over all al
lowed values of r; rewriting (2.1) as 

M~x II (rl U(t,t ')lr')dr'(r'lq(t ') I < Mrax I (rlq(t ') I, 

we have, using Eq. (1.9), 

II dr'G (r,t;r',t ')q(r',t ') I <Mrax Iq(r,t ')1· (2.2) 

Note that the bound is independent of the later time t. The 
inequality (2.1), or (2.2), is the statement of the maximum 
principle and will play the role for equalization processes 
which was played by the isometry of U for time-dependent 
scattering. To use the maximum principle it will be necessary 
to obtain a variational identity for U. This will be very simi
lar to that given in Eq. (1.11) for time-dependent scattering. 

B. The variational identity for U 

We here restrict ourselves to homogeneous boundary 
conditions. (The more general case is treated in Appendix 
A.) By Duhamel's principle, 13.14 it follows from Eqs. (1.6) 
and (1.4), where A is defined by Eqs. (Ua) and (Ub), that 

fIt) = U(t,r)f(r) - LU(t,s)A (s)f(s)ds 

for any fit ). Choosingf(t ') for t ' = t, l' or s to be an estimate 
U(t ',r) of U(t ',r), subject to 

U(T,T) = 1, (2.3) 

we have an integral equation for U(t,r), 

U(t,T) = U(t,T) + i'U(t,s)A (s)U(s,T)ds. (2.4) 
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(In Appendix B, we provide a proof of this equation which 
some physicists may find more "physical" than the usual 
proofs of Duhamel's principle.) Equation (2.4), which is an 
identity for arbitrary U, was also the starting point for the 
time-dependent scattering problem. If we approximate U in 
the integrand by U we get a Lippmann-Schwinger-type VP 
for U. Ifin Eq. (2.4) we replace Tbysandsby s', we obtain an 
integral equation for U(t,s). The insertion of this expression 
for U (t,s) into Eq. (2.4) gives the variational identity 

U(t,T) = Uv(t,T) +..::i U(t,r), 

where 

(2.5) 

Uv(t,r) = U(t,T) + i'U(t,s)A (s)U(s,T)ds (2.6) 

is an explicit VP for U(t,r), while the (formal) second-order 
error term 

..::iU(t,T) = f ds f ds'U(t,s')A (s')U(s',s)A (S)U(S,T) (2.7) 

contains the unknown U. The elimination of U by means of 
the maximum principle gives 

11..::i U(t,r)II<i' ds f ds'IIA (s')U(s',s)A (s)U(s,T)II· (2.8) 

We now let U as given by Eqs. (2.5), (2.6). and (2.7) operate on 
T(T) and we introduce the zeroth-order estimate 

Tolt) = U (t, T)T (1'), (2.9) 

the first-order correction 

Tt(t) = fU(t,s)A (s)U(s,r)T(T)ds 

= fU(t,s)A (s)To(s)ds. 

the variational estimate 

Tv(t) = To(t) + Tt(t). 

and the second-order error term 

..1 T(t )-..::i U (t,T)T(r) 

= LdSfdS'U(t,s')A (s')U(s',s)A (s)To(s). 

(2.10) 

(2.11) 

(2. 12a) 

On interchanging the order of integration and using Eq. 
(2.10), it follows that 

..::iT(t) = f ds U(t,s)A (s)Tt(s), (2.12b) 

where we changed variables from s' to s. and therefore that 

l..::i T(t)1 <..::i TBd(t )= i' dsliA (s)Tt(s)lI· (2.13) 

In the coordinate representation, we then have 

Tv (r.t ) -..::i TBd(t )<T(r,t )<Tv(r.t) + ..::iTBd(t). (2.14) 

where. usingEqs. (2.11). (2.9). (2.10), (2.12b), (2.13). (1.9). and 
(Ub), 

Tv (r,t ) = To(r.t) + TI(r.t), 

To(r,t) = f G (r.t;r',T)T(r'.T)dr', 

Kalikstein, Spruch, and Baider 

(2.15) 

(2.16) 

231 



                                                                                                                                    

TI(r,t) = L ds J dr'G (r,t;r',s)A (r',s)To(r',s), (2.17) 

LiT(r,t) = L dSJdr'G(r,t;r',S)A (r',s)TI(r',s), (2.18) 

LiTBd(t) = L ds MraxlA (r,s)TI(r,s)l· (2.19) 

All spatial integrations are over the same volume V, and G is 
an estimate of G. 

Before proceeding to a discussion of the choice of G, we 
comment on the differences between the procedure just used 
and that used in time-dependent scattering. Because of the 
isometry of U in the one case as opposed to the property 
defined by Eq. (2.1) (which follows from the maximum prin
ciple) in the other, the quantities to be calculated are here 
much simpler; it is far simpler to bound a function than to 
use the Schwarz inequality to bound an integral. In the scat
tering problem, we had to manipulate the variational identi
ty into a form in which Ii, U, and Ii appeared in that order, 
which necessitated the introduction of adjoints, for had we 
used the form which involved the order, U, Ii, and Ii, as in 
the present Eq. (2.7), the subsequent use of the Schwarz ine
quality would have led to a horrendously complicated 
bound. 

As in the scattering problem,9 we can also obtain a 
much simpler but nonvariational bound on T (r,t ). Operating 
on T(r) with U(t,r) ofEq. (2.4), we have, using Eq. (2.9), 

T(t) = To(t) + L U(t,s)A (s)To(s)ds, 

so that 

To(r,t) - LT(l)(S)ds<T(r,t)<To(r,t) + LT(I)(S)dS, 

(2.20) 

where T(l)(s) is the maximum over the range ofr of 
A (r,s)To(r,s). A nonvariational bound was also obtained by 
Protter and Weinberger. 12 They too used the maximum 
principle, but otherwise their approach was rather different. 
See also Eidel'man. 15 

III. THE CHOICE OF THE TRIAL GREEN'S FUNCTION 

If the upper and lower V Bd's and T (r,t ) are to be useful, 
it will be necessary to choose a moderately accurate but rea
sonably simple form for G. An obvious possibility is the 
choice G equal to an exact solution of a similar problem. 
Though it will be seen that some caution must be exercised in 
making such a choice, it will be useful to begin with a discus
sion of some known exact solutions. 

If the thermal properties A, and k of the medium are 
constant, exact solutions for steady and nonsteady heat con
duction exist for many simple geometries, domains, and 
boundary conditions. 16.17 The results were obtained by clas
sical methods; separation of variables, Laplace, Fourier and 
Hankel transforms, and Green's functions. Many problems 
in fluid dynamics of viscous liquids, heat conduction, con
vective diffusion, etc., reduce with suitable substitutions to 
differential equations of heat conduction with variable coef
ficients. For these cases, exact solutions can be found in a 
limited number of special situations. Solutions have been 
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obtained by means of Laplace transforms for simple bound
ary conditions for one-dimensional problems with k and A, 
simple functions of the coordinate z, namely, 

k = ko(1 + bzt, A, -I = co(1 + bzt, 
and 

k = koZn, A, -I = coZm, 

where ko, Co, b, b, n, and m are constants. 
For A, (r,t) = A,o and k (r,t) = ko, we set 

a=A,oko (3.1) 

and introduce the Green's function Ga defined by 

Aa(r,t)Ga(r,t;r',t') =0, t>t', 

where 

and 

Aa(r,t )_aV2 -!... 
at 

Ga(r,t;r',t) = o(r - r'). 

(3.2) 

(3.3) 

(3.4) 

In the three-dimensional infinite case, O<r< 00, G is given 
exactly for t> t ' by 

Ga(r,t;r',t') = [41Ta(t - t ')] -3/2 exp( - Ir - r'1
2

). (3.5) 
4a(t - t') 

There are many cases for which it might seem simple and 
natural to choose G to be G a' or G a plus some slowly varying 
function. This can lead to difficulties, however, since the 
integrands of V Bd's on T contain factors of the form AG, 
and AG will often behave more singularly than G does; this 
can cause serious difficulties when taking norms. Consider, 
forexample, thecaseA (r,t) = A,o,k (r,t) = kor. Thenoneread
ilyfinds thatA (r,t )Ga (r,t;r',t 'lhasa term proportional toGal 
(t - t ') and is clearly therefore more singular at t = t' than is 

Ga· 
We will discuss the possibility of bypassing this diffi

culty in Sec. IV. For the remainder of Sec. III, we will con
sider the interesting but limited cases for which no difficulty 
arises. 

From Eq. (2.17), we have 

TI (r,s) = f dsJ dr'G (r,s;r' ,s')B (r' ,s'), 

where 

B (r',s') A (r',s')To(r',s'). 

Assuming that 

k (r,s) = ko = const 
and 

A, (r,s) = A, (r), 

(3.6) 

(3.7) 

one has, using Eq. (l.1b) and the first equation in Sec. II, 

a 
A (r,s) = koA (r)V2 

- -
as 

( ko f ( 2 a a) a = - (r) aV --+- --. 
a as as as 

(3.8) 

With the aid of Eqs. (3.1) and (3.3), we can also write 

A ( ) _ A, (r) A ( ) [A, (r) - A,o] !... r,s - a r,s + , 
,10 A,o as 

(3.9) 
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where ,.1,0 is a constant of arbitrary choice. We will use the 
second form of A (r,s) when operating on G (r,s;r/,s'), and the 
first form of A (r,s) when operating on the upper limit s in Eq. 
(3.6) for TI . Equation (2.19) can be written as 

.jTBd(t) = f dSM~xlf ds' f dr' 

x(A(r) Aa(r,S)+A(r)-Ao~) 
,.1,0 ,.1,0 & 

X G (r,s;r',s')B (r' ,s') I 

-f dSMraxlf dr'G(r,s;r',s)B(r',s)I·(3.1O) 

Letting 

G=Ga , 

and using Eq. (3.4) with t replaced by s, and 

Aa (r,s)Ga (r,s;r',s') = - 8(r - r')8(s - s'), 

which follows from Eqs. (3.2) and (3.4), one obtains 

.j TBd(t) 

(3.11) 

= f ds Mrax I ~~) LH 0 dsJ dr' 8(r - r')8(s - s')B (r' ,s') I 

+ (' ds' Max I A (r) - ,.1,0 f dr'i' ds aG a (r ,s;r' ,s') B (r' ,s') I 
J r ,.1,0 s' as 

+ f dsMraxIB(r,s)l· (3.12) 

In the first term the limit s + 0 indicates that the upper limit 
s is to be approached from above and in the second term we 
used 

f ds f ds' = f ds' f ds. 

We now integrate by parts to obtain 

f dr'i'ds aGa(r,s;r/,s') B(r',s') 
s' as 

= f dr' [Ga (r,t;r',s') 

- Ga(r,s';r',s')]B(r/,s') 

= f Ga(r,t;r',s')B(r',s')dr' -B(r,s). (3.13) 

Thus, we can write 

.j TBd(t) = (' ds Max I A (r) B (r,s) I J r ,.1,0 

+ (' ds Max I A (r) - ,.1,0 
J r ,.1,0 

X [J Ga(r,t;r',s)B (r',s)dr' - B (r,s)] I 
+ L ds MraxlB (r,s)I· (3.14) 

Note that 
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f ds Mrax I A (r~~ ,.1,0 (f Ga(r,t;r',s)B (r' ,s)dr' - B (r,s)) I 
.,; (' dS[Maxl A (r) -,.1,0 I MaxlB (r,s) I Jr r ,.1,0 r 

+ M~xl A (r~~Ao B(r,s)I]. (3.15) 

Equation (3.14), in conjunction with Eq. (3.15), is a useful 
result when Maxr 1(,.1, (r) - ,.1,0)/,.1,01 is finite. 

Another case for which no difficulty arises, with A (r) 
now a constant, ,.1,0' and k (r) varying, is 

k (r) = ko + klr", n>2, (3.16) 

with ko and k I constants. One then has for G = G a and t > t I, 

AGa = (av 2 + AokIV·(r"V) - %t )Ga = AokIV·(r"VGa ), 

and no singularity higher than the one possessed by G a is 
introduced. 

IV. AVOIDANCE OF A SINGULARITY BY A 
TRANSFORMATION OF COORDINATES 

We now show that there are many important situations 
for which the difficulty noted below Eq. (3.5) can be avoided. 
We assume, as is normally the case, that A and k are time 
independent-but we make the further more restrictive as
sumption that we are concerned with an infinite one-dimen
sional problem, that is, 

A (r,!) = A (z), k (r,!) = k (z), - 00 .,;z.,; 00, 

or with an infinite spherically symmetric problem, that is, 

A (r,t) = A (r), k (r,t) = k (rJ, O.,;r.,; 00. 

[The proof goes through under the slightly less restrictive 
condition A (r,t) = A (z)M (t) and k (r,t) = k (z)M (!), or 
A (r,!) = A (r)M(t)andk(r,t) = k (r)M(! ),thatis,weallowan 
arbitrary time dependence but the time dependence must be 
the same for each function.] The operator K (r,!) reduces in 
the one-dimensional situation to 

K (z) = A (z) .!!-. k (z) ~ . 
az az 

We make the change of variables from z to Z, with Z as yet 
unspecified, so that 

a dZ a 
-=--, 
az dz az 

and write 

A [z(Z)] =A(Z), k [z(Z)] =k(Z), ddZz =( ddzz )-1. 
(4.1) 

We then have 

K (z) = Ak ( dZ )2 ~ + A [k ,( dZ )2 
dz az 2 dz 

+k dZ ~( dz )-1] ~=K(Z), (4.2) 
dz dZ dZ az 

where 

k,=ak. 
az 
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It is useful to have the coefficient of the second partial equal 
to a constant, since K (Z ) then contains the operator which 
appears when A and k are constants. We therefore make the 
choice 

dZ = ( A (z)k (z) ) - 112 = al/2 [A (z)k (z)] -1/2, (4.3) 
dz Aoko 

where ..1,0 and ko are characteristic values of A (z) and k (z), 
respectively. Z is given explicitly, ignoring a constant ofinte
gration, by 

Z(z) = aI/2I[A (zl)k(Z')]-I/Z dz' . (4.4) 

With A I = =aA laZ, the substitution ofEq. (4.3) into (4.2) 
leads to 

- [a
2 

l(kl AI)a] 
K(Z)=a azZ +2 T-T az . (4.5) 

For our trial Green's function G (Z,t;z',t ') = G (Z,t;Z I,t '), we 
choose 

= G (Z t·Z ' t'l 
G(Z,t;ZI,t')= a ~~) , h(Z')+r, (4.6) 

where r is a smooth function which vanishes at t I = t and 
which will therefore cause no difficulty; g(Z) and h (Z ') are 
thus far arbitrary and will be chosen to counterbalance the 
higher singularities introduced on operating on Ga with it. 
Ignoring the r term, we have, with 

A [z(Z ),t] A (Z,t ), 

A (Z,t)(Gagh) = (K(Z) - :t }Gagh) 

= ah (ZI)[2 aGa ag + G aZg 
az az a az z 

+ ~ ( ~' - ~' )( Ga :~ + aa~ g)], 
where we have used the one-dimensional form of Eq. (3.2), 

(aL-~)G =0. 
az z at a 

The terms which involve Ga itself need not concern us; it is 
the terms in aGalaZ which can cause difficulties. With 
g'==aglaZ, the coefficient of aGa laz is 

[ 
g' 1 ( k I A I )] 

2ag(Z)h(Z') ;+4 T-T ' 
which vanishes if we choose g(Z ) to be 

(Z)=(A(Z) ~)1/4. 
g ..1,0 k(Z) 

(4.7) 

The function h (Z ') will be chosen to have G (Z,t;z' ,t ') satisfy 
the initial condition 

D(z - Zl) = G (Z,t;z' ,t ) g(Z )G a (Z,t;Z I,t )h (Z ') 

=g(Z)D(Z - Z')h (Z') (4.8) 

since (; IU(t,t ')1;') = G (;,t;; I,t ')for; = zandZ,and,from 
Eq. (2.3), U(t,t) = 1. Restricting our attention totransforma
tions which are single valued, we have 

D[Z(z)-Z(z')] =15 _(Z-Z') =-D(z-z). ( 
dZ ) dz I 

dz dZ 
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Comparison with Eq. (4.8) gives 

h(Z)=(g(Z) :; )-1. (4.9) 

We are at liberty to introduce G (Z,t;z',t ') in a form analogous 
to that used in (4.8), with h (Z) chosen as in (4.9). We then 
have, using Eq. (4.7), 

G (Z,t;z',t ') 

(
A(Z))1I4 I I 

= k (Z) Ga(Z,t;Z ,t ) 

x( ~(Z') )1/4X(~) -I. 
A (Z') dZ' (4.10) 

To proceed further, it would seem simplest not to transform 
back to the variable z but, since the most complicated func
tion present will normally be G, which is simplest when ex
pressed as a function of Z, to remain in Z space. Thus, in 
performing an integration over z, one would change the vari
able from z to Z. 

For example, T,(z,t), defined by Eq. (2.17), is trans
formed into 

T,(Z,t) = f dt J: 00 dZ' 

xI: 00 dZ"g(Z)Ga(Z,t;ZI,tl)g-'(Z') 

xA (Z I,t ')g(Z ')Ga (Z I,t I,Z" ,r)g-I(Z ")T(Z" ,7), 
(4.11) 

where 

T(Z,7) T[Z(Z),7]. 

V. CONCLUSION 

To gain some insight into the difficulties involved in 
evaluating the integrals and determining the norms, and to 
obtain some feeling for the quality of the bounds to be ob
tained, we applied the method to the problem of a one-di
mensional infinite solid with k a constant ko and with 

A (z)k = [..1,0 + L1A (z)]ko = [a + P(z21/ 2)e - Z'I/'], (5.1) 

where ..1,0' a, p, and / are constants. The initial temperature 
distribution was chosen to be-with 7 set equal to zero--

(5.2) 

with TJ and L constants. As the trial Green's function we 
chose the one-dimensional version ofEq. (3.5), namely, 

G = Ga (Z,t;z',t ') = [417-a(t - t ')]-1/2 

Xexp! - (z - ZI)2/[ 4a(t - t ')Jl. (5.3) 

From Eqs. (2.16), (2.17), (3.14), and (3.15) in conjunction 
with Eqs. (5.1)-(5.3), we obtain 

To(z,t) = TJg(t)exp[ - (ziL fgZ(t)], (5.4) 

TI(z,t) = 1T-I/ZT1 ( it. )1' ds I: 00 dz'qe-q'(Z-Z'I' 

Xe - [(LI/I' + g'(slllz'IL)' 

X [2(Z'/L )4g5(S) - (zl/L )2g3(S)], (5.5) 

and 
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Li TBd(t) = 1.66( 1ft IF) ) 
(aiL 2) 

X [ I + 1.5e- I( ! )] [g- I(t) - IJ TI , (5.6a) 

where we have introduced 

g(t )=[ 1+ 4(a1L 2)t] -1/2, q=[ 4a(t - s)] -1/2.(5.6b) 

The z' integration in Eq. (5.5) is easily performed, but the 
complicated result is not shown. The subsequent s integra
tion can be performed analytically for z = o. 

We come now to the choice of reasonable values for the 
parameters which appear in Eq. (5.6a), namely,,8 1/2, aiL 2, 
and,8 I a. The problem is uninteresting if the variation of A (z) 
is insignificant; we choose the maximum fractional variation 
ofLiA (Z)lAo to be 1/e. It follows from Eq. (5.1) that,8 la = 1. 
The value of L is arbitrary and simply sets a scale oflength. If 
L II were very small, there would be negligible variation of 
A (z)k in the region over which 1';n is not very small, while if 
L I I were very large the variation of A (z)k would be over a 
very small region, and we chose I = L. For I = L, the coeffi
cient 1.36 in (5.6a) could have been replaced by 1.14. We now 
have, since,8 = a, 

LiTBd(t)lTI = 1.77[g-l(t) -I] 
= 1.77[(1 + 4aL -2t )1/2 - 1]. (5.7) 

For,8 = 0, the exact solution is given by To(z,t), Eq. (5.4). We 
want to choose a time t such that To(z,t ) does not differ insig
nificantly from the initial T. We therefore must chooseg(t ) so 
that it isn'ttoo close to unity. If, for example, we choose 4at I 
L 2 = 1/4, we haveLi T Bd ITI = 0.21. In other words, having 
chosen a value of t such that there have been significant 
changesinT(z,1 )fromT(z,o),themaximumerrorinT(z,t ),for 
any z, is of order 21 %. We note that in arriving at Eq. (5.6), 
we made a number of unnecessary simplifications; further
more, we have not introduced any variational parameters in 
our choice of G. 

Apart from the greater power of a V Bd formulation 
than of a VP formulation, one might have occasion to be 
more interested in a rigorous bound than in a VP of some
what greater accuracy but with an error of unspecified sign. 
For example, one might want to be certain that in some re
gion of space T never exceeds some local melting tempera
ture Tmel . Ifinitially Tmax (r,r) is everywhere lower than the 
T mel under consideration there is no problem. Suppose, how
ever, that we have regions 1 and 2, with Tmell < Tmel2 , and 
that at t = r the temperature in region 1 is below Tmell but 
that the temperature in region 2 is below Tmel2 but above 
Tmell . We would want to be certain that the temperature in 
region 1 never rose above T mel I . We thank Professor E. Ger
juoy for this observation. 

Having obtained a V Bd for the time-dependent prob
lem, it is natural to ask if the method applies to the time
independent problem. The answer is no. Thus, in the time
dependent problem we are given the initial temperature 
distribution, while in the time-independent problem the ini
tial distribution remains constant and is exactly what we are 
trying to determine. We can of course make a time-depen
dent problem out of a time-independent problem by choos
ing an initial temperature distribution from the stationary 
distribution; the temperature will gradually relax to the 
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time-independent case, but it will take an infinite time to do 
so, and our methods become poorer as the time interval in
creases. 

In closing, we comment on the fact that the bound we 
obtained on LiT(r,t) ofEq. (2.18), namely, Li TBd(t) ofEq. 
(2.19), is independent ofr. This has the desirable feature that 
for a given t one bound on Li T(r,!) suffices to give upper and 
lower V Bd's on T (r,t ) for all r, and those upper and lower V 
Bd's are not independent ofr because of the presence of Tv 
(r,t I-see Eq. (2.14). Nevertheless, there might be some ad
vantages to having a bound onLi T(r,t) which was a function 
of r, for if Li T (r,t ) varies considerably with r, such a bound 
could be much closer. We are looking into this possibility. 

This research was supported in part by the ONR under 
contract No. NOOO 14-7 6-C-0317 and by the NSF under 
grant No. PHY7910413. 

APPENDIX A. VARIATIONAL BOUNDS ON THE 
SOLUTION OF THE INHOMOGENEOUS HEAT 
EQUATION 

Our considerations thus far have been based on the as
sumption that no sources (or sinks) are present. We will now 
show that one can bound the temperature T(r,t) when that 
assumption is dropped. 

With C (r,t )air,t ) the heat generated per unit volume per 
unit time, T(r,!) is defined by 

A (r,t )T(r,t) = - O"(r,!), (AI) 

subject to specified initial conditions and boundary condi
tions. It will now be convenient to introduce a temperature 
1';n (r,1 ) which satisfies the homogeneous differential equa
tion 

A1';n (r,!) = 0 (A2) 

subject to the initial condition 

1';n (r,r) = p(r), (A3) 

where p(r) is specified, and to homogeneous boundary condi
tions. 1';n (r,t ) therefore satisfies conditions the same as had 
been used throughout the paper. As previously, Uis the solu
tion operator, satisfying A U = O. We can now choose a func
tion 8 (r,! ) which is twice differentiable and which satisfies 

8 (r,r) = T(r,r), (A4a) 

8(t)[surface= T(t)[surface. (A4b) 

It follows immediately that the function Th defined by 

Th(r,t) = T(r,t) - 8(r,t) (A5) 

satisfies 

Th(r,r) = 0 

and that 

Th (I wurface = 0, 

(A6a) 

(A6b) 

that is, that Th satisfies homogeneous initial conditions and 
homogeneous boundary conditions. One also immediately 
finds that 

ATh(r,!) = -air,t)-A8(r,/)=w(r,t). (A7) 

Although Th satisfies an inhomogeneous differential equa
tion, one can determine Th because of the simple form of its 
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initial conditions and boundary conditions. One has 

Th = - i'U(t,s)W(S)dS. (A8) 

We can now bound Th in the usual fashion, using Eq. (2.5) to 
write Th as the sum of a variational estimate and a second
order term which can be bounded. The bound on T = Th 
+ e follows immediately. 

APPENDIX B. DERIVATION OF THE VARIATIONAL 
tDENTITY FOR U(t,r) 

We derive in a relatively simple fashion the integral 
equation for U (t,1"), given in Eq. (2.4), a special case of Duha
mel's principle. The proof proceeds along lines very similar 
to those used in the time-dependent scattering problem. The 
starting point is the relationship (to be proved) 

G (r,t;r',t') = G (r',t ';r,t)t 

or, from Eq. (1.9), 

U(t,t') = U(t',t)t, 

(Bla) 

(BIb) 

where henceforth the t represents the transpose. To simplify 
the notation, weletP(x) denoteP(r,t) for any functionP. We 
can then rewrite Eq. (Bla) as 

G(x,x') = G(x',xr (Blc) 

We will also use D (x - x') = D(r - r')D(t - t') and 
dx = dr dt. A slight extension of the conditions under which 
G was defined, namely, Eqs. (3.2) and (3.4), gives as our defin
ition 

( K (x) - :t )G (x,x') = - D(X - x'), 

G (x,x') = 0, t ' > t, 

[k (x)V + I (x)]G (x,x') = 0 on S, 

(B2a) 

(B2b) 

(B2c) 

where S is the surface and I (x) is the transfer coefficient. K t, 
defined by (a,K/3) = (Kta"B ) for arbitrary functionsa(x) and 
/3 (x), with the integration over dx, is found to be 

Kt(x)a(x) = V·!k (x)V[A (x)a(x)] j, 

while (alat)t = - (alat). It is then natural to introduce the 
transposed Green's function G t defined by 

( K t(x) + :t )G t(x,x') = - D(X - x') (B3a) 

G t(x,x') = 0, t> t' (B3b) 

[k (x)V + I (x)][ G t(x,x')A, (x)] = 0 on S. (B3c) 

With y=(r" os), we now introduce the expression 

1= f[ Gt(y,xl(K(Y) - ~ )G(y,X') 

- G(y,X'{Kt(y) + :s )Gt(y,x)]dy, (B4) 

where 

fdY=J,' + E ds f dr", 
I' ~€ Jv 
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E is a small positive number and V is the spatial volume of 
integration. Using Eqs. (B2a) and (B3a), we obtain 

1= - G t(x' ,x) + G (x,x'). (B5) 

We can also evaluate I differently. The terms in K and K t 
cancel from the way in which K and K t were defined, and we 
have 

I = -f~ [Gt(y,x)G(y,x')]dy 
as 

= - f Gt(y,x)G(y,x')I;:r_EEdr" = o. (B6) 

The last step follows from Eqs. (B2b) and (B3b); at the upper 
limit G t is zero, and at the lower limit G is zero. We have 
therefore proved Eq. (BI). 

To derive the variational identity for U(t,r) we intro
duce the expression 

J = f'-O{ut(S,t )(K(S) - ~ )u(s,r) 
T+O as 

- [( Kt(s) + :Jut(S,t)]u(S,r)}ds. (B7) 

The terms in K and K t cancel as above, and J reduces to 

f
'-O a 

J = - - [ut(s,t )U(s,r)]ds = - U(t,1") + U(t,1"), 
T+O as 

(B8) 

using Eqs. (BIb), (1.4), and (2.3). Equating (B7) and (B8) gives 
the integral equation, Eq. (2.4). 
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On Lie-Backlund vector fields of the evolution equations a2u I ax at = feu) and 
aulat = a2ulax2 + feu) 

W.-H. Steeb 
Universitiit Paderborn, Theoretsche Physik, D-4790 Paderborn, West Germany 

(Received 26 April 1983; accepted for publication 30 September 1983) 

For the evolution equations aZul ax at = flu) and aul at = aZul axz + flu) we derive the analytic 
functionsfwhere Lie-Backlund vector fields are admitted. 

PACS numbers: 02.30. - f, 02.30.Jr 

In the present paper we derive with the help of the jet 
bundle technique I a class of analytic functionsfwhere the 
evolution equations 

and 

azu 
--=f(u) 
ax at 

admit Lie-Backlund vector fields. 

( 1) 

(2) 

Consider first Eq. (1). It is well known that this equation 
admits Lie-Backlund vector fields when the functionfis 
givenbyf(u) = eU orf(u) = sin uorf(u) = sinh u. The Back
lund problem ofEq. (1) has been studied by Shadwick. 2 

We prove the following: "If the functionfsatisfies the 
ordinary differential equationf" + (2a/3lf = 0, where a is 
an arbitrary real parameter, then Eq. (1) admits Lie-Back
lund vector fields." The cases given above are included. For 
example, if we choose a = l' thenf(u) = sin u fulfills this 
equation. On the other hand, if we choose a = - 1, then 
flu) = sinh u fulfills it. Before solving the equationf" 
+ (2a/3lf = 0 and discussing the general solution, we give 

the proof of our statement. Notice that also the wave equa
tion a 2uI ax at = eU + e - 2u is integrable. 

For describing Lie-Backlund vector fields of evolution 
equations the jet bundle technique is a suitable approach. We 
introduce the abbreviations Ux = u l , Uxx = U2 and so on. 
Within this approach we consider the submanifold 

F U lt - flu) = 0 (3) 

and all its differential consequences with respect to the space 
coordinate. This means 

F I=U2t - ulf' = 0, 

F Z-u3t - u1f" - u2f' = 0, 

F3= U 4t - ulf'" - 3u1uzf" - u3 f' = 0, 

Let 

(4a) 

(4b) 

(4c) 

(5) 

be a Lie-Backlund vector field. The assumption that the 
analytic functiong depends also onx and t does not affect the 
results (this means the existence of Lie-Backlund vector 
fields) and therefore, for the sake of simplicity, they will be 

omitted. It is well known that Eq. (I) admits the Lie vector 
field - xal ax + tal at (scaling invariance). Chen et al. 3 have 
shown that the one-dimensional sine-Gordon equation ad
mits a hierarchy of time-dependent Lie-Backlund vector 
fields. Neither does the assumption that the function g de
pends on U4"",U n affect the result. Notice, however, that 
there is in general a hierarchy of Lie-Backlund vector fields 
if at least one exists. The nonlinearity in the evolution equa
tion (1) only appears in the function! The functionf depends 
only on u. The term where the derivative appears is linear. 
Consequently, we can assume that the vector field Vis linear 
in u3 , namely 

(6) 

Furthermore, we can assume, without loss of generality, that 
the function g I does not depend on u. If we include the de
pendence of u, then our calculations show that g t does not 
depend on u. Consequently, 

a 
V = (gz(u t ,u2) + u3 ) a;;' (7) 

The invariance requirement is expressed as 

LvF;; 0, (8) 

where L v (') denotes the Lie derivative and ;; stands for the 
restriction to solutions of Eq. (1). V is the extended vector 
field of V. Due to the structure ofEq. (1) we are only forced to 
include the term of the form ( ... )a I au It in the extended vector 
field 17. From condition (8) it follows that 

a2 a2 a2 

u u ~f' + u g2 f+ u ~f 
3taz 3 a a 2a 2 

U2 u t U 2 U t 

+ u~ /'" + u\ aa
g2 f' - gzf' = 0, 
U t 

(9) 

where we have taken into account Eqs. (4a)-(4c). Separating 
out the terms with the factors u3u t and U 3 we obtain 

(10) 

and 

(11) 

Ifwe assume that the functiongz does not depend on Uz, then 
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Eqs. (to) and (11) are satisfied. From Eq. (9) it follows that 

and 

ui /'" + u.f' ag2 
- gzf' = o. 

aUt 

(12) 

(13) 

Since we assume that the functionfis a nonlinear analytic 
function of u, it follows that the function g2 must be of the 
form 

(14) 

where a is an arbitrary real parameter (a#O). We obtain 

(15) 

and 

ui (f'" + (2a13)f') = 0 . (16) 

For solving both Eqs. (15) and (16) simultaneously, we have 
to solve 

f" + (2a13lf = 0 . ( 17) 

Consequently, the statement given above has been proved. 
Let us now study the solutions to Eq. (17). We have to 

distinguish between the cases a > 0 and a < O. First let a > 0 
and we put a = ~. Then we obtain 

flu) = C\ sin u + C2 cos u, (18) 

where C\ and C2 are two real constants. Second let a < 0 and 
we put a = - 1- Then we find 

and 

flu) = C\ cosh u + C2 sinh u . (19) 

To summarize, the evolution equations 

a2u 
--= C\ sinh u + C2 cosh u 
ax at 

(20) 

(21) 

admit Lie-Backlund vector fields. The simplest one is given 
by the vector field (7) together with Eq. (14). Moreover, with
in the technique described above we also find that the evolu
tion equations of the form a 2ulax at = flu), wherefis a po
lynomial in u do not admit Lie-Backlund vector fields. 

Some comments are in order. We have shown that the 
evolution equations (20) and (21) admit at least one Lie
Backlund vector field. It can be proved that they admit a 
hierarchy of Lie-Backlund vector fields. They can be found 
with the help of a recursion operator. A simpler approach for 
finding the hierarchy of Lie Backlund vector fields is given 
by Chen et aI.3 where the Lie point-symmetry vector fields, 
which depend on space coordinate and time coordinate, 
come into play. The evolution equations (20) and (21) have 
one-parameter families of Backlund transformations. No
tice that the sine-Gordon equation has an auto-Backlund 
transformation whereas the Liouville equation has a Back
lund transformation (the equation can be linearized). As is 
well known, formal power series expansion in the Backlund 
parameter lead, in such cases, to the hierarchy of Lie-Back-
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lund vector fields. Both hierarchies are equal. The question 
whether the Lie-Backlund vector fields generate Lie-Back
lund transformation groups is not clear (compare Ref. 4 for 
details of this question). 

Consider now Eq. (2). Recently, several authors (com
pare for example Ref. 5) have studied the nonlinear diffusion 
equation aulat = a(f(u)aulax)/ax and Lie-Backlund vec
tor fields. They found that only in the case wheref(u) = u- 2 

does this equation admit Lie-Backlund vector fields. Like 
the Lie point vector fields the Lie-Backlund vector fields can 
also be used for finding solutions to the underlying partial 
differential equation.6 Moreover, a mapping to the linear 
diffusion equation can be given. In the following we discuss 
whether Lie-Backlund vector fields ofEq. (2) exist. Recent
ly, the Lie point vector fields ofEq. (2) have been given where 
flu) = ku n

•
7 

As described above by our first example, within the jet 
bundle approach we consider the submanifold 

(22) 

and all its differential consequences with respect to the space 
coordinate. This means 

F\ U tt - U3 - u\f' = 0, 

F2-U2t - U4 - ulf" - u2 f' = 0, (23) 

Let 

a 
v = g(x,t,u,u\,U2,U3 ) - (24) 

au 

be a Lie-Backlund vector field, where g is an analytic func
tion. Due to the structure of the evolution equation (2) we 
can simplify our vector field V without loss of generality, 
namely, 

(25) 

Notice that, if we study the diffusion equation aul 
at = a(u- 2aulax)lax, then for the vector field Vwe must 
make the ansatz V = (gl(U,U\,u 2 ) + g2(U)u 3)alau. 

As described above, the in variance requirement is ex
pressed as LvF ~ O. Due to the structure ofEq. (2) we are 
only forced to include the terms of the form ( ... )a lau t and 
( .. ·)a lau 2 in the extended vector field V. From the condition 
LvF ~ 0 it follows that 

ag\ f + u\ ag\ f' + (ui fIt + u
2
f') ag\ 

au aU I auz 
a2 a2 

+ 3u u f" + u3 fIll - u2 ~ - 2u U --g-I-
\2 I la2 12aa u u u l 

aZgl 2 aZgl 2 a2g 1 - 2U I U3 --- - u2 -- - UZu3 ---=-"--
au auz aui aU I aU 2 

_ u~ a
2

g 1 _ g.f' = 0 . 
au~ 

Separating out the term with the factor u~ we obtain 

u2 a2
g\ = O. 

3 a 2 u2 
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Consequently the function g 1 takes the form 

gl(U,Ul,uZ) = gz(u,ul)UZ + g3(u,ud . 

From Eq. (26) it also follows that 

U
1
U3 CPg1 = 0 

au auz 
and 

(28) 

(29) 

UZU3 CPgl = 0 . (30) 
aUl auz 

With the help ofEq. (28) we find that the functiongz does not 
depend on U l and u. Consequently, 

gl(U,Ul,uZ) = ClUZ +g3(u,ud. (31) 

Inserting Eq. (31) into Eq. (28) it follows that 

C uZI" + 3u U I" + U 1 m -g II +lag3 + U II ag3 
III 2 1 3 a I a 

U UI 

_ u2 CPg3 _ 2u U CPg3 _ UZ CPg3 = 0 . 
la 2 l2aa za2 U U U l u1 

From Eq. (32) we have 

u2 aZ
g3 = 0 

2 a 2 U1 

and therefore the function g3 takes the form 

g3(u,ud =g4(U)Ul +g5(U), 

Then from Eq. (32) we obtain 

u 1uz(3/" - 2g~) = 0, 

and therefore g4 = ~F + Cz. It follows that 

Clui FI + UJIII - g5F + ~ ulfF' + Ig; 

(32) 

(33) 

(34) 

(35) 

(36) 

From Eq. (36) we see that the following statement holds: The 
diffusion equation (2) admits Lie-Backlund vector fields if 
and only if/"(u) = O. Hence Eq. (2) becomes linear. The 
vector field V takes the form 

(37) 
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Notice that we obtain the same result when we extend the 
vector field (24) to 

(38) 

Equation (2) belongs to the following class of partial 
differential equations which admit a hierarchy ofLie-Back
lund vector fields, namely, 

au azu ( au )2 au at = ax2 + Il(U) ax + Iz(u) ax + .t;(u) , (39) 

and the functions/l,jz, and/3 satisfy the system of differen
tial equations 

1~.t;=0, 1~/l=I;, I; + (fJ3)' =0. (40) 

Thus if.t;(u) = O,jl(U) = 0, and/2(u) = u, then Eq. (40) is 
satisfied and we obtain the well-known Burgers equation. If 
we put.t;(u) = 0 andlz(u) = 0, then it follows that/;'(u) = O. 
Consequently,j3(u) = au + b (a,bER). 

Finally, we mention that we find "nonlinear" diffusion 
equations, which admit Lie-Backlund vector fields, when 
we consider systems of diffusion equations. For example, the 
system of diffusion equations 

au azu z av azv 
-=-+v -=- (41) 
at ax2 at ax2 

admits Lie-Backlund vector fields. 
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Singular solutions of the axially symmetric Bogomolny equations 
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A singular Backlund transformation is constructed for the Ernst equation and used to construct 
singular solutions to the axially symmetric Bogomolny equations. 

PACS numbers: 02.30.Hq 

I. INTRODUCTION 

The Bogomolny equations I for the SU(2) Yang-Mills 
theory, in the limit of vanishing Higgs potential, can be writ
ten in a vector form by using the Pauli matrices as the SU(2) 
basis. The equations then connect a triplet of vector fields 
(AI' A2, A3) to a single vector field ~ according to the equa
tions 

aaAb - abAa + Aa XAb = - €abe(ae~ + Ae X~), 
(1.1) 

where aa denotes the partial derivative with respect to the 
coordinate Xa and the symbol X denotes the normal vector 
product in R 3. The quantity tube is the permutation symbol 
and arises from the commutation relations of the Pauli ma
trices. 

For the axially symmetric configurations Manton2 in
troduced the ansatz for the solutions to Eqs. (1.1) expressed 
in axial polar coordinates, 

~ = (0, ifJI' ifJ2)' A¢ = - (0, TJI' TJ2)' 

Az = - (WI' 0, 0), Ap = - (W2' 0, 0), (1.2) 
where wi' ifJi' and TJi are functions of the axial polar coordi
nates p and z alone. As a result, he was able to reduce Eqs. 
(1.1) to the five equations 

azifJ, - WlifJ2 =p-l(apTJ, - W2TJ2)' 

azifJ2 + W2ifJI =p-l(apTJ2 + wzTJd, 

apW, - azwz =p-l(ifJITJZ -ifJzTJd, 

apifJ, - WZifJ2 = -p-l(azTJ, - W1TJ2)' 

apifJ2 + W2ifJI = -p-l(azTJ2 + W1TJI)' 

(1.2a) 

(1.2b) 

(1.2c) 

(1.2d) 

(1.2e) 

Forgacs et ae then observed that if the Manton fields were 
parametrized in terms of two new functions as 

ifJl=/-laztP, TJI= -p/-1aptP, WI = -/-laztP, 

ifJ2= -/-laJ, TJz=p/-Ia,J, W2= -/-laptP 
(1.3) 

then the requirement that the Manton fields satisfy (1.2) is 
confirmed if the complex quantity E = / + itP is a solution of 
the single complex equation 

(Re E).:1E = (VE)Z, (1.4) 

where.:1 is the Laplacian operator (a~ + p-1ap + a;). Equa
tion (1.4) is the Ernst equation4 of general relativity. This 
equation is known to be associated with an inverse scattering 
problem5

•
6 and to possess soliton solutions. 

In this paper we use the deformation problem formulat
ed in Ref. 7 to derive a new type of singular Backlund trans
formation for the Ernst and Bogomolny equations. 

II. A SINGULAR BACKLUND TRANSFORMATION 

It has been shown in Ref. 6 that the Ernst equation can 
be expressed as the integrability requirement for the system 

L, rJI = (A + TJB )rJI, 

LzrJI = (C + TJ-'D )rJI, 

where L I and L z are the differential operators 

L J = (pap + 2TJa71 - TJaz )' 

L z = (p-Iap + TJ-Iaz ), 

which satisfy the commutator algebra 

[L
"

L 21 = - 2Lz· 

The matrices A, B, C, and D are given by 

where 

r = ~TJ2' S = - TJI' b = - !ifJ2' a = ifJl 

and C and D are related to A and B by 

where T denotes the transpose of a matrix. 

(2.1a) 

(2.1b) 

(2.2a) 

(2.2b) 

(2.3) 

(2.4a) 

(2.4b) 

(2.4c) 

Equations (1.2) have a useful symmetry property. If rJlis 
a solution of (2.1), then so also is /jI defined by 

(2.5) 

In general, rJI and /jI are independent solutions. 
Let us now suppose that we know a matrix solution rJlo 

to the system (2.1) for matrices Ao, Bo, Co, and Do corre
sponded to a known solution of the Ernst equation: 

L I rJlo = (Ao + TJBo) rJlo, 

LzrJIo = (Co + TJ-'DO)rJlo· 

We now seek solutions to the system (2.1) in the form 

(2.6a) 

(2.6b) 

(2.7) 

The requirement that this be possible for matrix functions X 
having specified analytical structure in the complex TJ-plane 
leads to a relationship between the original matrices Ao, Bo, 
Co, and Do and new matrices A, B, C, and D, which are the 
Backlund transform of the original "seed" matrices Ao' Bo, 
Co, and Do. 

In the work of Zakharov and Belinskii,6 the assumed 
analytical structure of X is that of a finite set of simple poles. 
In this paper we consider the case in which one of the poles is 
at infinity and a second is at zero. As a result of the symmetry 
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property (2.5) we are able to impose the constraint 

X=X' (2.8) 

This ensures that 1/10 and fPo both give rise to independent 
solutions of the transformed equation. However, we do not 
utilize that fact here, and (2.8) may be viewed as a constraint 
that can be consistently imposed in the search for exact solu
tions. It is the condition (2.8) that requires us to have two 
poles. 

We assume X to have the form 

X =gU(J +S1]-1 +P1]), (2.9) 

where g is a scalar function of p and z and U and P are matrix 
functions of p and z. The matrix U is chosen to maintain the 
specific reduction of the general system (2.1) inherent in the 
specific choices (2.4), which correspond to the Bogomolny 
equations. In order to maintain the symmetry condition 
(2.lc), the matrix U is chosen to be orthogonal and parame
trized in the form 

[
COS (J sin (J ] 

U = _ sin (J cos (J . 

The requirement (2.8) implies that 

X-I =g(J _1]STp -2 _1]-IPTp2jUT, 

and the trivial identity 

XX- I =J 

gives rise to the equations 

S = _p2pT, 

p 2 =0, 

ppT +PTP=p-2(1 _g-2)J. 

(2.10) 

(2.11) 

(2.12) 

(2.13a) 

(2.13b) 

(2.13c) 

The general solution to (2.13b) can be parametrized in the 
form 

(2.14) 

where a and A are functions of p and z. From (2.13c) we 
obtain 

g= [1_p2a2(1 +A2)Z]-1IZ. 

The final forms for X and X - I are then given by 

X =gU(J +p21]- l pT + TIP), 

X-I = g(J -1]P - p21]-lPT)U. 

(2.15) 

(2.16a) 

(2.16b) 

The appearance of the singular function g means that all of 
the solutions that we will generate will be singular on the 
surfaces. 

(2.17) 

Substituting (2.7) into (2.1), we obtain 

(2.ISa) 

Using the parametrized forms (2.16) for X and X - I, we ob
tain from (2.1Sa), by examining the pole structure at ° and 
infinity, the equations 
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(azp)p - PBoP = 0, (2.19a) 

- azp- (papp)p + [P, Bo] - PAoP= 0, (2.19b) 

1]-2: - (pappT)pT - PTAoP T = 0, (2.19c) 

1]-1: pappT +p2(azpTjPT + [PT,Ao] -p2rBoP T=0, 
(2.19d) 

1]0: g2[ _p2az pT _p3(appT)p_ (papp+ 2P)p2p T 

+Ao+p2[PT,Bo] _pzPTAoP_p2PAoPT] 

=.,1 - (papg)g-IJ, (2.20a) 

1]: g2 [ papp + 2P + p2(azp T)P + p2(azp)p T + Bo 

+ [P,Ao] -p2prBoP_p2pBoPT] 

(2.20b) 

where A and B are related to A and B by a final gauge trans
formation 

A = U.,1UT + (papujUT, 

B = UBU T - (az U)UT. 

(2.2Ia) 

(2.21b) 

The matrix U must be chosen to put A and B into the lower 
and upper triangular form, respectively. As a result of the 
symmetry, (2.4c) and the orthogonality of U equations 
(2.18b) provide exactly the same equations (2.19)-(2.21). 

The substitution of(2.14) into (2.19) yields the following 
equations for A and a: 

azA = - (2bo A + ao), 

papA = - (2ro A + so), 

aza = 2bp - (4ro A + (I - A 2)s0)a2, 

papa = 2rp +pZa 2[ 4boA + ao(1 -A 2)]. 

(2.22a) 

(2.22~ 

(2.23a) 

(2.23b) 

In terms of the Ernst potentials/and g the solution to (2.22) 
is given by 

A =/O-I(CO - go), (2.24) 

where Co is a constant. By introducing the new dependent 
variable q = /a- 1 Eqs. (2.22) can be reduced to the form 

azq = -p[2apIoA + (I-A 2)apgo], 

apq =p[2az/ oA + (I -A 2)azgo], 

(2.25a) 

(2.25b) 

which can be directly integrated as the right-hand sides are 
explicitly known. Ifwe write 

- [r t] - ['6 A= __ ,B=_ 
s - r c 

(2.26) 

we obtain from (2.20) the following expressions for r, t, 5, '6, ii, 
c in terms of A and a: 

r = g2{ro[ 1 + a 2p2(A 2 + 1)2] 

+ aoa(A 2 + 1)p2 _ a 2p2(A 4 - I)}, (2.27a) 

5 = g2{SO[ 1+ a 2p2(A 4 - I)] - 4A (A 2 + 1)p2a2ro 

- (4bo A + 2aojAap2 - U (A 2 + 1)a2p2}, (2.27b) 

t = g2p2[Uaao - 4abo + 4a2Aro(A 2 + I) 
+ 2a2(A 2 + 1 Iso - 2a2(A 2 + I jA ], (2.27c) 

b = g2{bo[ I + p2a 2(A 2 + W] - alA 2 + IJso + 2aA}, 
(2.2Sa) 

ii=g2{ao[1 +p2a 2(A 4_1)] -4A(1 +A 2Va2bo 
+ 4aA 2ro + Uaso - 2aA 2}, (2.2Sb) 
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e = ~{aO[2a2p2(1 + A 2)] + bo[ 4a2p2A (1 + A 2)] 

+ 4aro - 2aAso + 2a}. (2.28c) 

From (2.27) and (2.28) we also obtain the following identities: 

- Ur + A 2i - s = Uro - So = papA, (2.29a) 

- Ub + A 2e - a = - Ubo - ao = azA, (2.29b) 

which we shall need in our discussion of the gauge transfor
mation U. From (2.21) and (2.10) we obtain 

r = r cos 2e + ! sin 2e (t + s), (2.30a) 

s = S cos2e - t sin2e - r sin 2e - pape, (2.30b) 

0= cos2et - sin2es + pape, (2.30c) 

b = b cos2e +! sin 2e (a + e), (2.31a) 

a = cos2ea - sin2ee - sin 2eb - aze, (2.31b) 

0= cos2ee - sin2ea - sin 2eb + aJ). (2.31c) 

Thus we obtain two equations, (2.30c) and (2.31c), to deter
mine e. In terms of the variable Y = tan e these become the 
equations 

pap Y = (2rY + sy2 - i), 

az Y = (2bY + ay2 - e). 

(2.32a) 

(2.32b) 

Fortunately, we are able to solve these equations. Compari
son between (2.32) and (2.29) shows that Y = A -I is a solu
tion provided A #0. 
Equations (2.30a), (2.30b), (2.31a), and (2.31b) become 
• 

(
A2-1) ( A )-r= -2-- r+ -2 - (t+s), 
A +1 A +1 

(2.33a) 

(
A 2 - 1 ) _ - ( 4A )_ s= -2-- (s+t)- -2- r, 
A +1 A +1 

(2.33b) 

(
A 2 - 1)- ( A ) 

b = A 2 + 1 b + A 2 + 1 (a + el, (2.34a) 

(
A 2 - 1 ) (4A)-a = -2-- (a + el - -2-- b. 
A +1 A +1 

(2.34b) 

Together with Eqs. (2.27) and (2.28), these equations define a 
Backlund transformation for the Ernst equation and axially 
symmetric Bogomolny equations. 

Combining (2.27), (2.28), and (2.34), we obtain the Back
lund transformation for the Bogomolny equations given by 

242 

r=[(~:~~)ro+(A2A+1)So]( ~~~) 
+ [alA 2 - 1)aop2 - 4Aap2bol 

x( 1 ~.1 ) - ( 1 ~.1 ). (2.35a) 

b = [( ~ : ~ ~ )bo + ( A 2 A+ 1 )ao] ( ~ ~ ~ ) 

+ [4Aaro -a(A 2-1)s0](_1_), 
1-.1 
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(2.35b) 

a= [(~)ao-(~)bo](~) A2+1 A2+1 1-.1 
+ [4Aaso + 4a(A 2 - l)ro] 

x( _1_) _ 2a(1 + A 2) , (2.35d) 
1-.1 (1-.1) 

where A = f 0- I(eo - go),.1 = a 2p2( 1 + A 2)2, and 
a = - fq-I. The function q is completely determined by 
Eqs. (2.25) once a seed solution Eo = 10 + igo has been speci
fied. 

As a step towards integrating these equations to obtain 
the Ernst potentialsf and g, we introduce the function H 
defined by 

f= (1-.1 )H, (2.36) 

wherefis the real part of the new Backlund transformed 
Ernst potential. From (2.35) we obtain 

(
A2-1) (A ) 

!pH-IapH=ro A2+1 +so A2+1 

_ 4bop2aA + aop2(A 2 - l)a, (2.37a) 

!H -lazH = bo( ~: ~ ~ ) + ao( A 2A+ 1 ) 

+ 4roAa - (A 2 - l)aso. (2.37b) 

From Eqs. (2.22) and (2.23) we see that the solution to these 
equations is given by 

H = (A 2 + l)-la - 70C, (2.38) 

and so the new potentialfis given by 

f= (1 -.1 )fo/a2(A 2 + I), (2.39) 

where without loss of generality we have set C = 1. 
Equations (2.35) for the imaginary part g of the Back

lund transformed Ernst potential now become 

pgp = a2(A<0 + 1) [So( ~ : ~ ~ ) - ( A :~ 1 )r 0] (1 +.1 ) 

4fop2 [a A + (A 2 - I)b 1 (2.40a) 
alA 2 + 1) 0 0 , 

gz = a 2(A<0 + 1) [ao( ~: ~ ! ) -(A:~ 1 )bo ](1 +.1 ) 

4fo [ASo + (A 2 - I)ro] - ~ fo. (2.40b) 
a~2+1) a 

Equations (2.39)-(2.40) represent the neatest form of this 
Backlund map for the Ernst equation. 

III. SOME SPECIAL SOLUTIONS 

In order to implement the construction of solutions us
ing the Backlund map of Sec. II we need an initial "seed 
solution." The simplest solutions of the Ernst equation cor
respond to purely real E. If we write 

(3.1) 

we discover that the function U must satisfy Laplace's equa
tion 

a2 u+p-'a u+a2 u=0 p p z • (3.2) 

Equations (2.25) become, with A = ue - v, 
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azq = - 2u(papU), 

apq = 2u(paz U), 

(3.3a) 

(3.3b) 

and the existence of q is guaranteed by the integrability con
dition, which is (3.2). To obtain explicit solutions, we must 
solve (3.2). There are many ways we can solve (3.2). For ex
ample, we can separate (3.2) in normal axial coordinates by 
seeking a solution of the form 

U = R (p)Z(z). (3.4) 

The Laplace equation (3.2) can then be split into the equa
tions 

R " + p - I R ' + 0" 2 R = 0, 

Z" - 0" 2Z = O. 

(3.5a) 

(3.5b) 

Given a solution to (3.5) with ~#O, a solution to (3.3) is 
given by 

q = - [20"-2pR '( p)Z '(z) + C] (0"#0), (3.6a) 

and such solutions may clearly be generalized by the linear 
superposition of solutions to (3.2). When 0" = 0, the solution 
to (3.5) is given by 

R = (CIlnp + Cz), Z = (klz + k2), (3.7) 

and the solution for q is given by 

q = - uCI(k lz
2 + 2kzZ) 

+uklc2p2+uclkIP2[lnp-~] +c. (3.8) 

A simple example is provided by 

U=z, (3.9) 

for which CI = k2 = 0, CI = kl = 1, and q is given by 

q = (Up2 + c). (3.10) 

The functions A and a are then given by 

(3.11) 

If we set U = 1 and c = 0, the Backlund transformation of 
the previous section generates the solution 

, = (2 p2 _ 4 cosh2z)( p2 _ 4 cosh2z) -I, 

S = ( - 4 sinh Zp2)(p2 - 4 cosh2z)-I, 

(3.12a) 

(3.12b) 

b =! tanh Z(p2 + 4 cosh2z)(p2 - 4 cosh2z)-I, (3.12c) 

a = - p2 sech Z(p2 - 4 cosh2z)-I, (3.12d) 

which corresponds to the Ernst potential 

E = p2 sech z (p2 - 4 cosh2z) - ip4 tanh z. (3.13) 

The scalar fields of the Bogomolny equation are given by 

tPI = -p
2

secz , tP2= tanhz(p2+4cosh
2
z) 

(p2 _ 4 cosh2z) (p2 _ 4 cosh2z) 
(3.14) 

An alternative approach is to separate the Laplace equation 
(3.2) in some alternative orthogonal coordinate system. For 
example, we may use prolate spheroidal coordinates x andy 
defined by 

p = (x2 _ 1)1/2(1 _ y2) I 12, z =xy 

(l<x< 00, - 1V<1). 

For an initial solution of the form 

!=eu, g=O, U=U(x,y), 
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(3.15) 

(3.16) 

Eq. (2.25) takes the form 

axq = 2u(1 - y2)ay U, 

ayq = - 2U(X2 - l)ax u, 
and the Laplace equation becomes 

ay [(I- y2)ayU] +ax [(x2-1)ax U] =0. 

If we seek solution in form 

U=X(x)Y(y), 

(3.17a) 

(3.17b) 

(3.18) 

(3.19) 

Eq. (3.18) may be decoupled into the pair of equations 

ax [(x2 - l)ax X] + k 2X = 0, (3.20a) 

ay [(I- y2)ayy] -k 2y=0. (3.20b) 

For k 2 # 0 a solution to (3.17) is given by 

q = - 2k -2U(X2 
- 1)(1 - y2)X'(X)Y'(y) + c. (3.21) 

As in the previous case, this may be generalized by using the 
linear superposition principle for (3.18). 

When k = 0, Eqs. (3.20) have the solutions 

(
X-I) (I+Y) x=olln -- +k p y=021n -- +k2' 
x+l l-y 

(3.22) 
which correspond to the Weyl metrics 

! = K (~)/j,( J..±1:'. )/j,. 
x+l l-y 

(3.23) 

The corresponding form of q is given by 

q = 4u(ozX - DIY) + c. (3.24) 

The initial solution to the Bogomolny equation for solutions 
to the Ernst equation of the form (3.16) is given in these 
coordinates by 

'0 = ![(x2 - 1)(1 - y2)1(X2 - y2)] (xax U - yayU), 
(3.25a) 

bo = H l/(x2 - y2)] [Y(X2 - l)ax U + x(1 - y2)ay U], 
(3.25b) 

ao=O, 

So = o. 
(3.25c) 

(3.25d) 

As an example consider the solution corresponding to 
0 1 = k2 = U = 1, O2 = kl = O. This gives the initial solution 
to the Bogomolny equations expressed by 

'0 = x( 1 - y2)1(X2 - y2), bo = Y/(X2 - y2), ao = So = O. 
(3.26) 

From Eqs. (2.27)-(2.33), we obtain 

,= [ A 2 - 1 ( 1 +..::1 )'0-
.,1,2+1 1-..::1 

- 1 ~..::1 ], 

4.,1,ap2 b 
(1 -..::1) 0 
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where.:l = a 2p2( 1 + A 2f. 
For the initial solution (3.25) the functions A, a, and.:l 

are given by 

A=(~), 
x-I 
(x2 + 1)2 

.:l = -'---'---'--
(x2 

- 1) 
(3.28) 

Ifwe write V = In/, we easily find that 

V = ~(I+.:l)_ ~_.:l_ 
x x 2 _ 1 1 - .:l x 2 - 1 1 -.:l 

.:l x [X2 - 1 ) = - --- + log-2-- , 
1-.:l x +1 x 

(3.29a) 

V _ 2 1 + ~_.:l_ 
Y Y (I-.:l) I-y2I-.:l 

-.:ly 2 
= -- +-. 

I-.:l y 
(3.29b) 

If we consider special solution to the Ernst equation having 
the form 

E = eOz[F(p) + iG(p)], (3.36) 

where {j is a nonzero constant, then the Ernst equations re
duce to 

FF" - (F')2 + p-1FF' = _ (G ,)2 _ {j2G 2, 

FG" - 2G'F' +p-1FG' = {j2FG. 

(3.37a) 

(3.37b) 

In Ref. 8 we have shown that the deformation problem (2.1) 
reduces to a monodromy problem for these ordinary differ
ential equations. Various parametrizations ofF and G lead to 
Painleve equations of types III and V. In this final section we 
will show that the Backlund transformation of the previous 
sections gives rise to a Backlund transformation for this sys
tem of ordinary differential equations also. 

In order to maintain the special form (3.36), we set 
Co = 0 in (2.24) and choose 

Ao = - Go F 0- I. (3.38) 

As we requireAo#O this imples Go#O. Equations (2.25) then 
provide the solution 

q = - p{j-I [(1 - G~F 0- 2)Gb - 2FbGoF o-l]eOz
, 

(3.39) 

from which it follows that a o and.:l o are given by 

a = p-I{jFo[(1- G~F 0- 2)G b - 2FbGo F 0- 1]-1 

p-I{jFoA 0-\ (3.40) 

.:l0={j2Fo-2(G~ +F~)A0-2. (3.41) 
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This has the general solution 

V = log [( 1 -.:l )y2(X2 + 1) -1(X2 - I)K ], (3.30) 

where K is a constant. The corresponding function/is there
fore given by 

/= K [4y2(X2 - 1) - (x2 + 1)2(1 - y2)]!4(x2 + 1). 
(3.31) 

The imaginary part of the Backlund transformed Ernst po
tential g satisfies the equations 

gx = H - 1y2[(X4 + 6.x2 
- 3)1(x2 + W1}K, 

gy = y[(3x - X3)/(X2 + 1)]K. 

These equations are easily solved to give 

(3.32a) 

(3.32b) 

g = K Hy 2[(3x - X3)/(X2 + 1)] + 1X} + c. (3.33) 

Therefore, the Backlund transform of the initial solution 

E = (x - 1 )/(x + 1) 

is given by 

(3.34) 

(3.35) 

If the Backlund transformed Ernst potential is written 

E = e5z [F(p) + iG(p)] 

we obtain from (2.39) 

F = Fo(1 - .:lo)ao- 2(A 6 + 1)-1 

and from (2.40b) we obtain the companion equation 

(3.42) 

(3.43a) 

G = (A 2F: 1) [GoF O-I( ~: ~ ~ ) - (A 2~ 1 ) ](1 +.:l ) 

4p{j-1 {AG' + I(A 2 _ I)F'} - 2p{j-2Ao. 
alA 2 + 1) 0 2 0 

(3.43b) 

Equations (3.43) define a Backlund transformation for Eqs. 
(3.37). 
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SU(3) symmetry of the equations of unidimensional gas flow, with arbitrary 
entropy distribution 

B. Gaffef8) 
Department of Astronomy, Kyoto University, Kyoto, Japan 

(Received 4 February 1983; accepted for publication 5 August 1983) 

We have shown in an earlier work that, assuming a particular class of equations of state, the Euler 
equations of one-dimensional gas flow are invariant under an SU(3) group of transformations, and 
in fact admit of a Lie group of symmetry of infinite order; they, therefore, possess an infinite 
number of conservation laws. We show in the present work that the SU(3) symmetrical formalism 
still brings about tremendous simplification and analytical order in the most general case where 
the equation of state is arbitrary. The six characteristic equations assume a vector form and relate 
two conjugate, three-dimensional vectors U and X. The SU(3) symmetry is only broken to a minor 
extent through the occurrence of a multiplicative factor r in the equations. The conservation laws 
take the form of the Cauchy integrability condition for the elements of a traceless second rank 
tensor Eij and, taken all together, form an SU(3) octet; in the most general case, however, there 
exist four conservation laws only (five if the gas is monatomic) as a result of the breaking of 
symmetry. Application of these results to the theory of self-similar flow is also discussed. Finally, 
we show the in variance of the equations of monatomic gas flow under Lorentz transformations in 
a three-dimensional Minkowski space; that raises the question of whether a geometrical relation 
may exist between the Minkowski light cones and characteristics. 

PACS numbers: 02.30.Jr, 02.20.Sv, 03.40.Gc 

I. INTRODUCTION The relations (2.1) are thus equivalent to the system 

au 
-=a, -pc aM , 
aut 

Previous studies 1
•
2 have revealed the existence of three 

fundamental invariance transformations of the Euler equa
tions of one-dimensional gas dynamics; in a later work,3 it 
was shown that the existence of these symmetries entails 
SU(3) in variance of the equations, assuming a particular 
class of entropy distribution. These are hidden symmetries,4 

whose existence cannot be derived from general principles, 
and can only be brought to light through careful study of the 
Euler equations. Still, the determination of these symmetries 
is no less important than in the case of other equations occur
ring in mathematical physics; we show in the present paper 
that the fundamental, hidden symmetry is SU(3). Prelimi
nary results indicate that the extension to N-dimensional gas 
flow may be feasible, at least in the case of spherical symme
try. 

(2.2) 

II. THE THREE BASIC INVARIANCE 
TRANSFORMATIONS 

A. The system (5') of characteristic equations 

We start with the fundamental characteristic relations 

(2.1) 

which may be viewed as defining the characteristic coordi
nates a, {3 vs the Lagrangian coordinates M = Sp dr and t. 
Here, symbols aa' ap indicate partial derivatives a laa, a I 
a{3, and M, t, p, c, have their usual meaning of mass, time, 
density, and sound velocity; they are, anyway, thoroughly 
defined through the present and the following equations. 

-) On leave of absence from Centre d'Etudes Nucleaires de Saclay, Service 
d'Astrophysique, Gif-sur-Yvette, France. 

ap 
-=a, +pcaM , 
apt 

obtained by solving for the partial derivatives au' ap vs a" 
aM' 

Equations (2.2) clearly define a, {3 as characteristic co-
ordinates, when p, c are interpreted as the density 
(p = aM larl,) and sound velocity. There follows two more 
relations: 

(2.3) 
apr = (v + c) apt, 

where r is the position coordinate. Taking account of equa
tions (2.2), that new system also reads 

atr = v, aMr = lip. (2.4) 

We shall write the equation of motion in the form 

aup = (yP Ic)aav, app = - (yP Ic)apv, (2.5) 

where P and yare to be interpreted as the pressure and adia
batic index. Versus coordinates M, t, that is 

a,p+ yppaMv = 0, 
(2.6) 

atv + (pc2/yp)aM P= O. 

The first is the continuity equation, which, as is well known, 
ensures integrability of the space coordinate r, defined by the 
pair of equations (2.3); the second is to be interpreted as the 
Euler equation of motion. 
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Finally we introduce the equation of state: 

PM b IpY = const, (2.7) 

assuming a power-law entropy distribution of arbitrary in
dex b. It turns out to be convenient to rewrite it in the form 

p-;:::,P IIYM(' + 111") 

where y' = yl(b - y). 
We thus obtain a system (S) of seven equations: (2.1), 

(2.3), (2.5) and (2.7), relating seven dependent variables: M, t, 
P, v, p, c, r. The system, however, is not complete: as already 
noted, the continuity equation, derived from Eqs. (2.5), en
sures compatibility of the pair of equations (2.3), which are 
therefore not independent. A complete system is obtained by 
adjoining to (S) the subsidiary equation 

yP Ipc2 = 1 . (2.8) 

The Euler equation (2.6) then assumes its usual form. 
However, we need not introduce at first that additional 

constraint; instead, we directly proceed to the study of the 
incomplete system (S) . Any results arising from that study 
will remain valid when the subsidiary equation is included. 

B. Three invariance transformations of the system (5) 

We introduce three transformations, defined by the fol
lowing sets of transformation formulae for the seven depen
dent variables M, t, P, v, p, c, r: 

1. Transformation (T') 

M'=P, t'=v, P'=M, v'=t, 

p' = (yly')(pP 1M), (2.9) 

c' = - y'M Ipc, r' = vt - r - y'M Ip . 

The two indices y, y' are exchanged by the transforma
tion. It is readily checked that (T'f is the identity. 

It will prove convenient to introduce two more nota-
tions: 

v*=vt - r, 1/1=r + y'M Ip, 

in terms of which the following relations hold: 

(v*), = 1/1, 1/1' = v* . 

2 Transwrmaffon(Tj 

M*= -M, t*=llt, P*=PtY
, 

(2.10) 
(v)* = v*, p* = pt, c* = ct, r* = - rlt . 

The two indices remain invariant: y* = y, (y')* = y'. 
Again, (T*)2 = 1. Hence, (v*)* = v; also note that 

1/1* = -1/1lt. 

3. The space translations (r~) 

They are characterized by the following trivial formu-
lae: 

M I = M; t' = t; P' = P; Vi = v; p' = p; 

c' = c; r' = r + h , 
(2.11) 

where h is the amount of the translation.5 Again, y and y' 
remain invariant. 
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By direct substitution, it may be checked that all three 
are invariance transformations of the system (S). In fact, (T') 
and (:tr) are invariance transformations for the complete sys
tem as well; but (T*) is not, unless the gas is assumed to be 
monatomic [y = (N + 2)1 N = 3, under the one-dimensional 
assumption]. Indeed, if we assume that relation (2.8) holds, it 
becomes, after transformation, yP * Ip*C*2 = t (Y- 3), which 
is not unity unless y = 3. [That also proves the fact that (2.8) 
is an independent equation and that, accordingly, the system 
obtained by adjoining it to (S) is a complete system.] 

We should like to mention here that the invariance 
transformations that we consider (the trivial ones, such as 
(:t r ), excepted) bear no relation with those described in ear
lier literature, and whose main properties are summarized in 
Appendix B. 

C. The 5U(3) algebra of infinitesimal transformations 

Viewed as operators acting on the six-dimensional 
manifold of (M, t, P, v, p, r), the three transformations are 
completely determined by the three sets of transformation 
formulae (2.9)-(2.11). Since one of them, the space transla
tion (:t;), includes an arbitrary parameter h, a continuous Lie 
group of symmetry is generated. We presently show that the 
group structure is S U (3). 

First, we construct a chain of six independent genera
tors G" ... ,G 6' starting from the generator G, of space transla
tions. Defining G, by 

:t; = 1 + hG" 

the six generators are obtained according to the scheme 
T* T' T· T' T* 

G, ++ G2 ++ G3 ++ G4++ G5 ++ G6 , 

which means that G2 = T*G,T*, ... , G6 = T*G5T*. The 
chain cannot be further extended, owing to the relations 

T'G,T' = - G" (TT*)6 = 1 , 

which may be checked directly from the given sets of trans
formation formulae. 

The transformation formulae defining these six genera
tors read 

G,: 8M = 8t = 8P = 8v = 8p = 0, 8r = - 1, 

G2: 8M=8t=8P=8p=0, 8v= + 1, 8r= +t, 

G3 : 8M=8P=8v=8p=8r=0, 8t= + 1, 

G4 : 8M=0, 8t= _t 2, 8P=yPt, 8v=v*, 

8p = pt, 8r = - rt, 

G5 : 8M = y'Mv, 8t = r + y'M Ip, 8P = 0, 

8v = - v2, 8p = (y' + l)pv, 8r = y'Mvlp, 

G6: 8M = y'Mv*, 8t = t(r + y'M /p), 8P= - yP 

X(r + y'M Ip), 8r = r + y'Mvt Ip, 

where 8 symbolizes the variation (of a given variable) intro
duced by the generator. 

Applying the general definition of commutators, two 
more generators can be constructed: 

G7 = [G3,G4 ] and Gg = [G2,G5]; 
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they are characterized by the following transformation for
mulae: 

G7 : 8M = O. tit = - 2/. 8P = yp. 8v = v. 

8p =p. 8r= - r; 

G8 : 8M = y'M. tit = t. 8P = O. 8v = - 2v. 

8p = (y' + l)p. 8r= - r. 

G7 and G8 are readily interpreted as the generators of scale 
transformations. 

Now. all commutators [G;oGj ] (i.j = 1 •...• 8) are found 
to be expressible in terms oflinear combinations of the eight 
generators, so that they form a Lie algebra of order 8 (Refs. 6 
and 7). Explicit computation reveals that the commutation 
relations follow the SU(3) pattern; they are in fact the com
mutation relations of 3 X 3 matrices. identified with the eight 
generators as follows: 

G,~G 
0 

~} G,~G 
0 

D· 0 0 

0 0 

G,~G 
1 

~} G·~G 
0 

~. 0 0 

0 0 

G,~G 
0 

~). G,~G 
0 

~} 0 0 

1 0 

G,~G 
0 

~} G·~G 
0 

~) -1 
0 0 -1 

III. IRREDUCIBLE REPRESENTATIONS. 
CONSTRUCTION OF TWO VECTOR SPACES OF 
DIMENSION THREE: X = (pvYf, p1/y,p, p1/Y) AND 
U = (- M1/y'v, M1/y: M1/r'v,,) 

A. Identification of the linear, irreducible 
representations 

The SU(3) group generated by the three fundamental 
symmetries (T'). (T*) and (~r). operates-nonlinearly-on 
the six-dimensional manifold of parameters M. t. p. v. p. r.8 
It is known. however, that irreducible representations of 
SU(3) below dimension eight are either one- or three-dimen
sional; therefore. the representation derived in the preceding 
section is reducible. and. being of dimension six. it is natural 
to expect that it decomposes into a product of two three
dimensional representations. Thus we look for three nonlin
ear functionsX(Pk), Y(Pk)' Z (Pk) of six independent varia
blesPk (k = 1, ...• 6).symbolizingthesixparametersM,t,P,v. 
p, r; the three functions are required to constitute a linear, 
three-dimensional representation ofSU(3). so that they are 
operated upon by each generator Gi according to the matrix 
law 

(3.1) 

where the Hi are eight 3 X 3 traceless matrices, linearly inde-
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pendent. Explicitly. we have 8X = l:daX /aPk )8Pk, etc., 
and since the transformation laws of the variables Pk are 
given, Eq. (3.1) constitutes a set of three linear first-order 
partial differential equations (p.d.e,) for the three unknown 
functions X. Y.z. 

There are eight such sets of equations-one for each 
generator-so that we have a system of 24 linear equations 
for three unknowns. There exist systematic methods for de
riving the solutions of such overdetermined linear systems. 
when they are compatible.9 In the present case. it is possible 
to arrive at a solution directly without actual calculation. 
First we observe that the three variables M. v. v* do provide a 
three-dimensional. though still nonlinear. representation. as 
follows: 

G\: 8M=8v=O, 8v*= +1; 

G2 : 8M = 8v* = O. 8v = + 1; 

G3 : 8M = 8v = O. 8v* = v; 

G4 : 8M = 8v* = O. 8v = v*; 

G5 : 8M = y'Mv. 8v = - v2
, 8v* = - vv*; 

G7 : 8M= O. 8v = v. 8v* = - v*; 

G8 : 8M= y'M, 8v = - 2v. 8v* = - v*. 

The representation becomes linear through the following 
choice of the three unknown functions: 

U= -Mllr'v. 

V=MllY. (3.2) 

W = MIIYV* . 
It is easily seen that each generator Gi indeed operates linear
lyon U, V. Waccording to the law 

where the Ki are traceless matrices, as required. 
Another. complementary. three-dimensional represen

tation may be constructed starting from the two variables P 
and t; in the process. a third variable 

,p=r+y'M /p (3.3) 

comes into play. and it is found that the representation in 
terms of p. t. ,p is irreducible. It can also be made linear. 
through the following variable transformation: 

X=pllrt. 

y=pllrl/J. 

z= pllr. 

(3.4) 

so that the generators operate linearly on X. Y. Z according 
to the law 

where the Hi are eight other traceless 3 X 3 matrices (see Sec. 
VD). 

In conclusion. the original. nonlinear, six-dimensional 
SU(3) representation has been reduced into a product of two 
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linear, three-dimensional representations. In the process of 
decomposition, two complementary three-dimensional vector 
spaces have emerged: 

U = (U,V,W) and X = (X,Y,Z). 

We may now interpret the SU(3) symmetry of the subsystem 
(S) as arisingfrom the equivalence of all choices of base vectors 
in the spaces I X) or ! U ) . 

B. The gasdynamical equations as vector equations in 
the spaces {X} and {U} 

In order to obtain the new form of the equations, the six 
parameters M, t, P, v, p, r must now be expressed in terms of 
X and U as follows: 

M = vy', v = - U IV, v* = W IV, 
(3.5) 

P=ZY, t=XIZ, ¢= YIZ. 

Taking account of the definitions of v*, ¢, and of the equa
tion of state, 

r = (VY - 1)1J1Z, P = y'ZV(Y' + II . 

Thus, the fundamental relation aaM = - pc aat becomes 

aaV= -r-l(ZaaX-XaaZ), (3.6) 

where the coefficient r is related to the seventh parameter c 
(the sound velocity) by 

(3.7) 

Then, as a result of the symmetry, the following vector equa
tion holds: 

(3.8) 

The corresponding equation vs variable f3 is obtained by 
changing the sign of r: 

apu= +r-1XAapX. (3.9) 

It may be checked directly that the above six equations are 
equivalent to the six characteristic equations of the system 
(S). 

If we start from the other characteristic equation (2.5), 
aaP = (yP Ic) aav, we obtain a symmetrical (conjugate) sys
tem of equations determining the differentials of X: 

aaX= +rUAaaU, 
(3.10) 

apx = - ru AapU , 

where, as in Eqs. (3.8) and (3.9), the symbol A represents the 
exterior product in a three-dimensional space. 

As a consequence of an elementary property of the exte
rior product, the following relations hold: 

X·aaU = x-apu = u-aax = u·apx = 0; (3.11) 

hence, 

X·dU = U·dX = O. (3.12) 

The above equation expresses the property that U is the vec
tor normal to the integral surface in the X-space, and recipro
cally X is the direction normal to the corresponding surface 
in the U-space. As a result of Eq. (3.12), the scalar product 
U-X is a constant, which we can always set equal to unity 
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without loss of generality, since the choice of units is arbi
trary: 

U-X = 1 . (3.13) 

The above expression constitutes the new form 0/ the equation 
o/state, which is the seventh and last equation in the system 
(S). 

c. Some properties of the vector equations (3.8) and 
(3.10) 

As stated, the set of equations (3.8), (3.9), (3.13) is equi
valent to the system (S), and the same is true of the conjugate 
system of equations (3.10), (3.13). As these equations involve 
U and X simultaneously, it is of interest to show that U, or X, 
may be explicitly eliminated, yielding an equation involving 
one vector (X or U) only. From the property of orthogonality 
ofU and X to the integral surfaces, together with the normal
izing constraint (3.13), there follows 

U = aaXAapX/(X,aaX,apX) , (3.14) 

(3.15) 

where (a,b,c) denotes the mixed product a-b A c. In addition 
we derive from Eqs. (3.8)-(3.10) the relations 

aaX·apu = a{3x.aaU = r(U,a" U,apU) 

= - r -1(X,aaX,apX); (3.16) 

therefore, the two mixed products are proportional: 

(u-aaU,apU)= -r-2(X,aaX,apX). (3.17) 

The simplest way to eliminate X is through differentiation of 
Eqs. (3.8) and (3.9), which yields 

2ra~pU +aarapu +apraaU 

= 2aaXAapX = 2(X,aa X,apX)U; 

taking account of the proportionality of the mixed products, 
we obtain the eliminant 

lfa~U+~r~u+~r~U+lf2 

x (U,aa U,apU)U = O. (3.18) 

The corresponding equation for X is 

2ra;pX - (BarBpX + apraaX) - 2(X,BaX,apX)X = 0; 
(3.19) 

we may rewrite it in the form 

with (3.20) 

Q = B2 r -l/2 + r -3/2(X a X B X) ap 'a 'f3 . 

D. The explicit expression of factor r and the breaking 
of symmetry 

The above discussion is independent of any assumption 
concerning the actual expression offactor r; but, in order to 
have a complete system, r has to be specified, and it must be 
realized that by so doing the SU(3) symmetry will not in 
general remain valid. At the same time, we should like to 
stress that the breaking of symmetry takes place through 
that multiplicative factor only and that the vector formalism 
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developed in the preceding section always remains valid; the 
equations formally retain the SU(3) symmetry in spite of the 
symmetry breaking. There is no doubt that the equations of 
gas dynamics present many kinds of hidden regularities, 
such as the existence of the in variance transformations (T*), 
(T), (r) discussed in Refs. 1 and 2, or the fact that the self
similar equations can be reduced to canonical forms of un ex
pectedly simple type (see Sec. IV); the formalism here devel
oped provides a framework in which such regularities 
become predictable and are readily understood. 

Now, concerning the explicit expression of r, we recall 
that it is related to the sound velocity c through Eq. (3.7), 
where c itself is determined by the subsidiary equation (2.8); 
in this way we obtain 

r 2 = (fly) V(y'-3)/Z{y-3). (3.21) 

The breaking of symmetry occurs as a result of the lack of 
invariance of r under linear transformations of the coordi
nates U j or X j • 

For a monatomic gas, r is a function of Vonly, i.e., of 
the mass coordinate M; Eqs. (3.8) and (3.9) then formally 
retain the in variance under linear transformations in the X
space; but, even then, the breaking of symmetry does occur, 
since vectors U and X are not in fact independent. 

Finally we point out that the explicit expression of r 
reintroduces X (resp. U)-dependent terms in the eliminant 
equations (3.18) and (3.19) derived in the preceding section; 
still, Eq. (3.18) is an equation for the vector U only, if the gas 
is monatomic; it determines the integral surfaces in the U
space. 

E. A particular equation of state with exact SU(3) 
symmetry 

When the equation of state assumes the form 

P;:::;;p3IM 4
, (3.22) 

that is to say, when y = y' = 3, ris a mere constant, and the 
complete system of equations has an exact SU(3) symmetry. 
The equations assume the following form: 

JaX=U/\JaU, JaU= -X/\JaX, (3.23) 

together with the corresponding equations versus variable 
{3. Elimination of U yields the equation 

(3.24) 

We have shown in an earlier work (Ref. 3) that such an 
equation presents an infinite number of conservation laws, 
and thus is essentially integrable, although we have not been 
able yet to reduce it to linear form. The present analysis 
shows that, even though the SU(3) symmetry is broken in the 
general case, the equations remain in form quite similar to 
the above Eq. (3.23), which should accordingly be viewed as 
the archetype of the general Euler equations of gas dynam
ics. It would be extremely interesting to have a more com
plete mathematical understanding of the above equation 
which, as stated, possesses an infinite number of conserva
tion laws; a complete theory of it would probably provide 
insight on how to deal with the general case where the en
tropy distribution is arbitrary. 
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F. The case of non-power-Iaw entropy distributions 

It is possible to extend the SU(3) description to the case 
where the entropy distribution is truly arbitrary, i.e, is not 
power-law; the crucial step for that purpose is to generalize 
the definition (3.3) of variable ¢, which enters as a factor in 
the definition of the component Y: Y =P I/y ¢. Assuming an 
entropy distribution u(M) of completely general form, 

p IpY = u(M), (3.25) 

we define ¢ through the pair of characteristic equations: 

c Ja¢ + ¢Jav = v Jav* - V* Jav, 
(3.26) 

- c JfJ ¢ + ¢ JfJV = vJfJv* - v* JfJv . 

Introducing B =(¢ - r) p, we obtain the equations defining 
B: 

JaB + (B ly)Ja log a + JaM = 0, 

JfJB + (B ly)JfJ log a + JfJM = 0 , 

which integrate as 

B = - cfJ (M)lcfJ '(M) , 

where 

cfJ(M) = J aI/Y(M)dM. 

(3.27) 

(3.28) 

As a result, the generalized expressions of ¢ and Y read 

¢ = r + (J (M)I P , 

Y = P J/y r - cfJ (M) . 

(3.29) 

(3.30) 

We note that Y is now, like cfJ (M), only determined up to an 
arbitrary additive constant. 

Keeping definitions (3.4) for X and Z, the vector 
X -(X, Y,Z ) is thus determined. We choose to generalize the 
V component of the conjugate vector U as 

V= -l/cfJ(M), (3.31) 

and keep for the remaining components the definitions 

U = - v V , W = v* V. 

Equations (3.8) and (3.9) and their conjugate (3.10) relating 
vectors U and X then remain valid for general entropy distri
butions; the factor r is still expressed by Eq. (3.7), where the 
sound velocity c is, as before, determined by Eq. (2.8). 

IV. A NEW COORDINATE SYSTEM CONSTRUCTED 
FROM VECTORS U AND X, AND ITS APPLICATIONS TO 
THE THEORY OF SELF-SIMILAR FLOW 

A. General formalism 

Let us introduce new coordinates S, 11, t defined by 

s= UX, 11= VY, t= wz, (4.1) 

or, in compact form, 

Sj = UjXj (i = 1,2,3) . 

All integral surfaces reduce, in these coordinates, to the 
plane of equation 

S + 11 + t = 1 , (4.2) 

representing the equation of state. We further define 

H=r-1XYZ, K=rUVW (4.3) 
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and note the identity 

HK 51];. (4.4) 

It is straightforward to show that the vector equations (3.8) 
and (3.10) become respectively 

(H+K)Ja log U; =HJa logS; -(5/\Ja5t, 
(4.5) 

(H +K)Ja log X; =KJa logs; + (5/\Ja5);, 

where (5/\ Ja5 )i denotes the ith component of the exterior 
product 5 /\ J a 5; thus, surprisingly, the coordinates 5; retain 
some of the properties of a three-dimensional vector. 

Taking account of the definition (4.1) and of the proper-
ties 

(4.6) 
K::::; UV(y' - 1)/2 W /Z Ir - 3)/2 , 

we obtain an expression for the differentials of Hand K, 

(H+K)JaH 

= HK (aa log 5 + Ja log 1] + ~(y - 1) Ja log;) (4.7) 

- ~(y' - 3) H2 Ja log 1] + Hfl, 

(H+K)JaK 

= HK(aa log 5 + ~(y' - 1) Ja log 1] + Ja log;) (4.8) 

-!(y-3)K 2Ja log;-Kfl, 

where fl = flo + fll' 
flo = !(y - 3)(5 Ju 1] -1] Ja5 ) 

+ !(y' - 3)(;Ja5 - 5 Ja;), 

fll = (5 Ja1] -1] Ja5) + (1] Ja; -; Ja1]) 

+ (; Ja5 - 5 Ja;) . 

Owing to the relation (4.2), fl 1 also reads 

fll = (35 - 1) Ja 1] - (31] - 1) Ja5 . 

Let us now introduce new coordinates u, v, w related to 5,1], 
; by a fixed translation 

u=5 - 2!(y + y') , 

v===1] - (y' - 1)/(y + y'), 

w=; - (y - 1)1(y + y') , 

so that, by virtue of the equation of state, 

u+v+w=O. 

(4.9) 

(4.10) 

In terms of these, we have for the quantity fl the very simple 
expression 

(4.11) 

Combining Eqs. (4.7) and (4.8) then yields the result 

Ja(H - K) + !(y' - 3)H Ja log 1] - ~(y- 3)K Ja log; 

= ~(y + y')(u Jav - v Jau), (4.12) 

together with a corresponding equation versus variable /3, 

J(1(H - K) + ~(y' - 3)H J(1 log 17 - ~(y - 3)K J(1 log; 

= -!(y+y')(uJ(1v-vJ(1u). (4.13) 

Remembering the identity (4.4) relating Hand K and Eqs. 
(4.2) and (4.9), the above Eqs. (4.12), (4.13) constitute an in-
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complete system for the determination of the three unknown 
functions u, v, and H; in order to have a complete system, it 
would be necessary to retain Eqs. (4.4) or (4.5) and at least 
some of the variables Ui or Xi as auxiliary unknowns. 

But, in the special case of self-similar flow, the two 
equations (4.12), (4.13) are sufficient in order to completely 
determine the solution. We proceed along these lines, in the 
next subsection, to the treatment of self-similar flow; it will 
be seen that the above choice of variables provides a remark
ably direct way of deriving the self-similar equations, and in 
addition yields the equations in simple and compact form. 

B. The equations of self-similar flow 

Owing to the fact that all quantitiesH, K, 5,1],; or u, v, 
w involved in the system (4.12), (4.13) are dimensionless, the 
self-similar equations are obtained by merely replacing the 
partial differential symbols J a' J (1 by the total differential 
symbol d (10); we thus obtain the two equations 

udv-vdu=O, (4.14) 

2d(H - K) + (i - 3)Hd log 1] 

- (y - 3)Kd log; = 0 . 

The first one is immediately integrable as 

v = mu, w = - (m + l)u , 

where m is a constant; hence the following result: 

(4.15) 

(4.16) 

Self-similar flows are represented by straight lines in the 
plane of equation 5 + 1] + ; = 1. When the equation of state 
is given (that is to say, when the indices y and y' are fixed), the 
straight lines envelop a point, of coordinates 

50 = 2!(y + y'), 1]0 = (i - 1)/(y + i), 
;0 = (y - 1)1(y + i) . 

As a result of Eqs. (4.9) and (4.16), the variables 5 and; 
are linear functions of 1], so that the product HK ===51]; is a 
cubic polynomial g of variable 1]: 

HK = g(1]) . (4.17) 

Therefore, Eq. (4.15) is an ordinary differential equation for 
the function H (1]); in the case where the gas is monatomic 
(y = 3), the form of the equation becomes simpler: 

~[H- g(1])] = _ (y'-3)H (y=3). (4.18) 
d1] H 217 

Introducing a new variable e, 
e===H -K, 

in terms of which 

H=(e + ~e2 + 4g)/2, 

K =( - e + ~e 2 + 4g)/2 , 

the monatomic self-similar equation also reads 

dIn e = - (i - 3) [1 + 
dIn 1] 4 

1 + 4~~) ] . 

(4.19) 

(4.20) 

(4.21) 

In the particular case where the second index y' is also equal 
to 3, the equation reduces to the form de /d1] = 0; for such 
an equation of state, the problem of self-similar flow is readi
ly integrable, and the general solution reads 

e = const (y = y' = 3) . (4.22) 
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Going back to the original notations in terms of vectors U 
and X, that reads 

XYZ - UVW= const (Y= r' = 3), (4.23) 

a simple and symmetrical form. 
The above equation of state was the subject of one of our 

earlier investigations (Ref. 3), in which we showed that it is 
characterized by the existence of an infinite number of con
servation laws; we now see that the corresponding self-simi
lar equations are integrable in closed form, and assume a 
very remarkable symmetrical form. 

V. THE SU(3) PATTERN OF THE SET OF 
CONSERVATION LAWS 

We first consider the case, presented in Sec. HIE, where 
the SU(3) symmetry remains exact, which occurs when the 
equation of state assumes the form (3.22). There are then 
eight conservation laws forming a complete SU(3) octet that 
can be derived from the momentum conservation law. The 
manifestly SU(3)-symmetrical formalism developed in Sec. 
IHB makes it possible to formulate these eight conservation 
laws in a simple and unified way; at the same time a geomet
rical interpretation emerges, in which the conserved quanti
ties are viewed as "potentials," whose equipotentials are de
termined by the condition of orthogonality to given families 
of curves. 

We then show (Sec. VC) that the formalism is suscept
ible to a straightforward generalization to the case of arbi
trary poly tropes with arbitrary entropy distributions. The 
number of conservation laws decreases from eight to five for 
a monatomic gas (four for other poly tropes) as a result of the 
symmetry breaking, but the unified formalism and the geo
metrical interpretation remain. 

A. The case with exact SU(3) symmetry 

The physical meaning of the eight conservation laws 
has already been discussed in an earlier work (Ref. 3); let us 
recall that the six first, denoted II, n·, E, E·, 0"0' 0"1' are 
related, respectively, to momentum, center-of-mass motion, 
energy, the virial theorem, and the two independent scale 
transformations leaving the equation of state invariant, 
whereas the remaining two, here denoted To, Tp have no 
straightforward interpretation. Their precise definition may 
be found in the same paper, but we rewrite it here for conve
nience, in characteristic form 

aan = (v + c13) aaM, 

aaII· = raaM - taaII, 

aaE = ~(V2 + jvc + 1c2) aaM, 

aaE· = - ~r aaM + rt aa II - t 2 aaE, 

aaO"O = r aa II - 2t aaE, 

aaO"I = t aaE + ~M(v2 - 2vc - c2
) aat, 

aaTO = 2raaE - 3M(c3 + c2v + cv2 
- jv3)aat, 

aaTI = taCtTO - 6raaO"I + 6rt aaE - 2r aaII . 

(5.1) 

In the SU(3)-symmetrical notations of Sec. IHB, the de
finition of the momentum II becomes 
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(5.2) 

together with a similar equation versus variable {3. A more 
interesting form, which leads to a unified formalism, is as 
follows: 

aCtIn + UV2) = Z aCt V-V aaZ, 

ap(n + UV2) = - zap v + vapz. 

The above expression is of the general form 

aa~ij =X; aCt~ - ~ aCt X; , 

ap~ij = -X; ap~ + ~ apx;, 

(5.3) 

(5.4) 

where X; (i = 1,2,3) and ~ (j = 1,2,3) stand for X,Y,Z and 
U, V, W, respectively. Equation (5.3) indicates that the inte
grability condition of ~32' defined by the pair of equations 
(5.4), is satisfied, since 

~32 = n + UV 2 
• 

Owing to the SU(3) symmetry, integrability of ~32 entails 
integrability of each of the ~,j' As we presently show, only 
eight of the nine ~ij are independent quantities, and these 
account for the existence of the eight conservation laws. 

From the definition (5.4) one immediately deduces 

aCt(Tr ~ij) = x.aCt U - u·aax = 0, 

asa result ofEqs. (3.11), and similarly ap(Tr ~ij) = 0; thus the 
trace is a constant, which we may take to be zero: 

Tr ~,j = 0 . (5.5) 

That is the announced relation constraining the three diag
onal elements. 

Detailed calculation leads to the following identifica-
tions: 

II = ~32 - UV 2 
, 

II· = -~12- WV 2
, 

E = - ~31 + (l/2V)(U 2V2 - Z2), 

E· = -~!3 + (l/2V)(X2 - V 2W 2), (5.6) 

0"0 = (~II - ~d +XZ IV + UVW, 

0"1 = - ~II + (X 12VZ)(U 2 V2 - Z2), 

To = - 2~21 + (U2/Z)(VY - 1) - (Z IV2)(vy + 1). 
In conclusion, the complicated set of conservation laws (5.1) 
has been shown to be equivalent to the matrix equation (5.4), 
which thus provides a unified formulation of the octet of con
servation laws. It is sufficient, from a theoretical viewpoint, 
to deal with the ~ij only, and forget about the more tradition
al n,n·, E, etc. 

B. A geometrical interpretation 

The matrix equation (5.4) may be rewritten in the form 

aCt~;j =Xf aa(~/Xi)' 

ap~ij = -Xfap(~/X;), 

which is of the general type 

aCtA = + R aaR, apA = - R apR. 

(5.7) 

(5.8) 

The above equation constitutes the orthogonality condition 

B. Gaffet 251 



                                                                                                                                    

of the systems of curves A = const and B = const, in a space 
with metric 

ds2 = dM 2 _p2
C
2 dt 2 , (5.9) 

or with any other conformal metric. Obviously the metric is 
hyperbolic, with the null directions pointing along the char
acteristic curves. In terms of the M, t coordinates, Eq. (5.8) 
reads 

a,A= -1TcRaMB, a,B= -(pcIR)aMA, (5.10) 

and, therefore, eliminating R, we obtain 

alA a,B - p2
C
2 aMA aMB = 0 , (5.11) 

the announced orthogonality relation. 
That notion of orthogonality turns out to be important 

owing to the actual form of the characteristic equations; 
thus, the fundamental characteristic equation (2.1) expresses 
orthogonality of particle trajectories (M = const) to space
like sections (t = const), while the characteristic equation 
(2.5) expresses orthogonality of isobars (P = const) to isove
locity curves (v = const). More systematically, the SU(3)
symmetrical formulation (3.8), (3.9) indicates that the sys
tems of curves Uk = const and XJ~ = const are mutually 
orthogonal (i, },k being a substitution of 1,2,3) and, similarly, 
Eqs. (3.10) show that the curves X k = const are orthogonal 
to the curves UJ ~ = const. 

Thus we arrive at the geometrical interpretation of the 
eight independent conserved quantities E ij' as potentials whose 
equipotentials are orthogonal to the curves of equation 

~/Xj = const . (5.12) 

The latter may be viewed as "field lines," which serve to 
define the associated potentials Eij' up to a gauge transforma
tion of the general form 

Eij =f(Ejj ). 

In order to have a complete determination of Eij' account 
must be taken of the particular factor (X;) occurring in the 
orthogonality relation (5.7). 

c. The generalization to equations of state of arbitrary 
form 

We will in fact consider for simplicity a power-law en
tropy distribution, but, again, that restriction is not essential 
as seen in Sec. III F. 

The appropriate generalization of Eqs. (5.4), defining 
the conserved quantities Eij' turns out to be 

aaEij = +..::l (y'Xj aa ~ - y~ aaXj) , 
(5.13) 

aflEij = -..::l (y'Xj afl ~ - y~ aflxj), 

where the factor ..::l is defined as..::l -===(T 1y')Z Iy - 3) 

=(r -I Iy) VIr' - 3). It must at once be pointed out that not all 
of the Eij are integrable, i.e., the Cauchy integrability condi
tion ensuring compatibility of the pair of equations (5.13) is 
not automatically fulfilled. Thus the SU (3) octet of conserva
tion laws is in general incomplete, a consequence of the sym
metry breaking effect discussed in Sec. HID. At the same 
time, it should be stressed that the above SU (3) symmetrical 
formulation (5.13) is, nevertheless, completely general, in the 
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sense that it represents the set of all surviving conservation 
laws which are actually known. We show below that there 
are four conservation laws in the most general case, five if the 
gas is monatomic (y = 3); and we discuss the particular con
ditions under which the remaining four (resp. three) con
served Eij may exist. 

From a geometrical standpoint, it is interesting to note 
that equations (5.13) still can be written in the form of an 
orthogonality relation 

a a Ejj = + ..::lXj ~ a a log( Uri Xi), 
(5.14) 

aflEij = - ..::lXj ~ afl log (UJ/Xi) 

so that the equipotentials Eij = const are the curves orthogo
nal to the field lines of equation 

Ur IX; = const. (5.15) 

We now proceed to establish the form of the Cauchy 
integrability conditions. Taking account of the general re
sults derived in Sec. IIIC, we obtain, after some algebra, 

afl(aaEij) - aa(aflEij) = r -I..::l (X,aaX,aflX) 

{ (
0 X ) X y'(y - 3) ; - ~ Oj3 

(
0 U )} - y(y' - 3) ; - ~ Oj2 , 

(5.16) 

where oijis the Kronecker symbol; therefore, the condition 
of integrability of Eij reads 

y'(y- 3) 2. - ~03 = y(y' - 3) 2. - -' 0"2 . (0 X) (0.. U ) 
3 X J 3 U I , ' 

(5.17) 

That condition is automatically satisfied at least when the 
three Kronecker symbols become zero, which occurs in 
three cases: (i,}) = (1,2), (3,1), or (3,2). Thus the three conser
vation laws of E12, E 31 , and E32 always exist, independently of 
the form of the equation of state; these are associated with 
the center-of-mass integral II·, energy E, and momentum II, 
respectively, the correspondence being as follows: 

E32 = II -Mv, 

EI2 = - II· - Mv· , (5.18) 

E31 = - E + M(~V2 - y'c2ly(y - 1)). 

That generalizes the result [Eq. (5.6)] of Sec. VA. 
Next, it is easily seen from Eq. (5.17) that E13 exists if 

y = 3, i.e, if the gas is monatomic, whereas E2l exists when 
the index y' = 3, that is to say, b = 4y13, according to Eq. 
(2.7). The remaining nondiagonal element, E23 , can exist only 
when both yand y' equal 3, which is the equation of state 
discussed in Secs. I1IE and V A, possessing exact SU(3) sym
metry. These three potentials express the laws of conserva
tion of E·, 7o, and 7 1, respectively. 

Turning now to the consideration of the diagonal ele
ments, we similarly find that Ell exists when y' = y, E22 when 
y' = 2y/(y - 1), and E33 when y' = y/(y - 2). But these are 
only particular cases of a generally valid conservation law, 
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expressing scale invariance. Let us introduce two linear com
binations A and u: 

A = Tr Eij=ElI + E22 + E33 , (5.19) 

O==ElI/Y" + E22/Y + E33/Y' (lIy" + lIy + lIy' = 1), 
(5.20) 

which are formally defined through the corresponding linear 
combinations ofEqs. (5.13), independently of any considera
tion of integrability oftheEij' In the same way as in Sec. VA it 
may then be seen that Tr E ij is indeed integrable, and in fact is 
an absolute constant, which again we take to be zero. The 
quantity u is found to be always integrable as well, and con
stitutes our fourth generally valid conservation law. We ob
serve that, in view of the way the two indices y, y' and the 
new index y" occur in Eq. (5.20), it would seem appropriate 
to rewrite y I' Y 2' and y 3 in place of y" , y, and y', from now on; 
then Eq. (5.20) would take the form 

~ €ii 
O==L -. 

kl Yi 
(5.21) 

Since Tr Eij = 0, equivalent expressions of the same 
conservation law are found in the general form 

u' =u+Ji TrEij' 

where Ji is an arbitrary constant. 
From Eq. (5.20) we easily recover the earlier particular. 

results concerning the cases of integrability of E II> of E22, and 
of €33' 

In conclusion, we have four generally valid conserva
tion laws (five for a monatomic gas), and three others which 
mayor may not exist, depending on the particular form of 
the equation of state. All together, they form an SU (3) octet, 
and they all are expressed by the same universalformula [Eq. 
(5.13)] in matrix form, through which the formal symmetry of 
the octet is made manifest. Thus the conservation laws of, 
e.g., energy and momentum constitute two aspects of a 
unique law of conservation of a quantity of more complex 
mathematical nature, a result which reminds us of the uni
fied nature of energy and momentum in relativity. 

D. The transformation formula for the conservation 
laws 

We again consider the general case of arbitrary entropy 
distribution. 

We have seen in Sec. IlIA that an SU(3) generator trans
forms the vectors U and X according to the formulae 

8X=HX, 8U=KU, (5.22) 

where X, 8X, U, 8U denote three-dimensional column vec
tors, following standard matrix notation. The choice of a 
3 X 3 traceless matrix H determines the infinitesimal trans
formation and, consequently, also determines the matrix K 
operating on the conjugate space (U J. From the complete 
set of transformation formulae listed in Sec. IIC, it can be 
seen that the two matrices are in fact related by 

K= -iI, (S.23) 

where symbol - denotes a transposition. For finite linear 
transformations, Eqs. (S.22) become 

X' =1X, U' =v1/U, (S.24) 
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where JI and ff are arbitrary 3 X 3 matrices of unit deter
minant; and Eq. (S.23) implies between them the relation 

ff = .11- 1
• (5.25) 

Such a relation might have been expected without any calcu
lation, in view of the fact that Eq. (3.13) reads, in matrix 
notation, 

UX = 1, (S.26) 

which has to be satisfied by the transformed U', X' as well; 
and the simplest, probably unique way to ensure that result is 
obviously through Eq. (5.2S). 

Then, as a result ofthe SU(3) symmetry established in 
Secs. II and III, the transformed vectors U' and X' obey 
characteristic equations of unchanged form: 

Ja U' = - r -IX' AJaX' , 

JpU' = +r-Ix' AJpX', 

JaX'= +rU/AJaU', 

JpX' = - ru' AJpU' . 

(5.27) 

(5.28) 

It must be noted that the above equations involve the origi
nal factor r rather than r I, which in general differs from r; 
in this respect the transformed Eqs. (5.27) and (5.28) really 
differ from the original ones (3.8)-(3.10), as expected as a 
result of the symmetry breaking. But the following geometri
cal result (see Sec. VB) still holds: 

The equations X ,~ / X; = const, and Uk = const define 
mutually orthogonal systems of curves; and the equations 
U; / U; = const, X k = const constitute orthogonal systems as 
well; here (i,j,k) stands for an arbitrary permutation of 
(1,2,3), and a prime denotes the operation of an arbitrary 
unimodular linear transformation. These two orthogonal 
systems of curves thus depend on eight continuous param
eters. That result holds in the most general case, with arbi
trary entropy distribution. 

We next consider the effect of linear transformations on 
the conserved quantities E ij' Let us define the transformed Eij 
by the formulae 

JaEij = +.a (y'X; Ja U; - yU; JaX;) , 
(5.29) 

JpEij = -.a (y'X; JpUJ~ - yU; JpX;J, 

where, in a similar manner as in Eqs. (5.27) and (5.28), the 
factor.a is retained instead ofits transformed.a '. We certain-
1y are free to choose the definitions of the E and €' as we 
please, in the most convenient way; it is only necessary to 
recognize that the definitions (5.13) of the Eij and (5.29) of the 
Eij are not completely equivalent, owing to the symmetry 
breaking. The Eij (provided their integrability condition is 
satisfied; see the discussion below) still have the character of 
conserved quantities just as well as theEij do; but the two sets 
are, of course, not independent. 

Starting from the definition (5.29) and Eqs. (5.22), one 
easily derives the explicit transformationformulafor infinite
simal transformations: 

&= [H,E] , (5.30) 

where E is the matrix whose matrix elements are the Eij' and 
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the bracket denotes a commutator. It is interesting to note 
that Eq. (5.30) has the form of the quantum-mechanical evo
lution equation, in Heisenberg representation. In order that 
the transformed Eij be integrable, the matrix H should be 
such that the corresponding matrix element of its commuta
tor with the matrix E contain only elements E ij belonging to 
the set of existing conservation laws. 

Assume there exist n independent conservation laws 
and denote them with Greek indices, Eap' According to the 
Noether theorem, these conservation laws arise from n inde
pendent generators out of the SU(3) octet, forming a Lie sub
algebra of order n (if the n generators did not constitute a 
subalgebra there would be more than n conservation laws, in 
contradiction with the hypothesis). For linear transforma
tions H belonging to that subalgebra, the n transformed 
quantities E~p do exist; and they are expressible as n (inde
pendent) combinations of the original EaP' since the total 
number of independent conservation laws is only n. Thus we 
have a group oflinear transformations, depending on n con
tinuous parameters, transforming the n quantities EaP into 
each other. Geometrically, there exist n families of curves 
U'pr' /X'a Y = const orthogonal to the equipotential curves 
E~p = const, each family depending on n continuous param
eters. 

VI. CONCLUSION 

Earlier works (Refs. 1-3) have shown the existence of 
special symmetries of the Euler equations of adiabatic gas 
flow; these symmetries are far from being immediately ap
parent when the equations are written in any of their usual 
forms, and they are not easily interpretable in terms of gen
eral physical principles either; it thus appeared necessary to 
construct a new formalism in which the hidden symmetries 
would become manifest. 

In the one-dimensional case, which is the subject of the 
present work, our main result is that the gas dynamical equa
tions are separable into an SU(3) invariant subsystem (S) and 
a subsidiary equation which generally breaks the symmetry; 
in that formulation the hidden symmetries are made mani
fest. One of its most striking features is the emergence of two 
conjugate vector spaces! X I and ! U I of dimension three, 
which may be constructed from the six-dimensional manifold 
of the physical variables (M, t, P, v, p, r) in a manner deter
mined by Eqs. (3.2) and (3.4). The consideration of these two 
vectors introduces a high degree of analytical order in what a 
priori looked like a completely noncovariant system. In 
terms of X and U the system assumes the compact vector 
form ofEqs. (3.8)-(3.10) and (3.13); the formal covariance is, 
however, but only to a minor extent, broken by the occur
rence of a mUltiplicative factor r in the equations. The con
servation laws are expressed by the Cauchy integrability 
conditions of the components Eij ofa tensor E, defined by 
Eqs. (5.13) ; there are at most eight independent conserved 
quantities, forming an SU(3) octet, since the tensor E is trace
less; but their number is generally less than eight (five for a 
monatomic gas; four otherwise) as a consequence of the sym
metry breaking. A geometrical interpretation of the conser
vation laws in terms of systems of orthogonal curves is also 
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presented (Secs. VB and VD). 
A curious consequence of the present formulation is the 

invariance of monatomic gas flow under Lorentz transfor
mations in a three-dimensional Minkowski space, as dis
cussed in Appendix A; it would be very interesting to deter
mine whether a connection can be established between the 
light cones of that Minkowski space and the characteristic 
curves. 

One of the most intriguing points is the close analogy 
existing between the general form of the Euler equations and 
the more special form (3.23) discussed in Sec. III E, which is 
characterized by an infinite number of conservation laws. We 
in fact started the present study with that Eq. (3.23), in an 
earlier work (Ref. 3), and it turned up as a considerable sur
prise that so much of the formalism developed in Ref. 3 was 
of general validity, so that we may hope that further study of 
that equation would yield still more generalizable results. 

It is of course tantalizing to attempt a generalization of 
the present formalism to spaces of higher dimensionality 
(N = 2 or 3). A preliminary study of the spherically symmet
rical case indicates that part of the formalism is indeed gen
eralizable, but the spherical assumption is almost certainly 
too restrictive to be very useful, as it will mask much of the 
underlying covariance that may be present. 

The application of the above results to the theory of self
similar flow is discussed in Sec. IV. 
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APPENDIX A: A LORENTZ-INVARIANT FORMULATION 
FOR MONATOMIC GAS FLOW 

We have seen that a formal SU(3) symmetry is present, 
even for arbitrary entropy profiles, and that the symmetry 
generally breaks down owing to the lack of covariance of 
factor r. We now point out that, at least for monatomic 
gases, there still exists an exact SU(2) subgroup of symmetry, 
which may be constructed from the generator G4 0fthe 
transformation (T*), together with generators G3 , G7 0ftime 
translation and scale transformation. One easily verifies that 
G3 , G4 , G7 indeed constitute an SU(2) subalgebra of the SU(3) 
algebra that we constructed. 

As is well known, SU(2) is isomorphic to the group 
SO(3) of three-dimensional rotations, and admits ofirreduci
ble representations of any integral dimension, from 1 to 
+ 00. The simplest one is the spinorial two-dimensional re

presentation; we find that a possible choice for the spinor 
components is 

(;*) . (AI) 

Another case of particular interest is that of vector re
presentations of dimension three; we derive the following 
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solution for the vector components: 

(~) = (~::*+~:~), 
C v*c* + vc 

(A2) 

where v*-vt - r, c*=ct, as usual; we note thatM is a scalar, 
i.e., an invariant of the group. Still another invariant is the 
quadratic form 

(A3) 

so that the group in fact represents rotations in a vector space 
of complex coordinates (A, B, iC), that is to say, Lorentz 
transformations in the real space (A, B, C) where the metric 
has the hyperbolic signature (+ + -). 

The above results make it possible to derive some inter
esting Lorentz-invariant forms of the partial differential 
equation of monatomic gas dynamics. Choosing the scalar 
M as unknown function z and the spinor components v, v* as 
independent variables x, y, we obtain an equation of the 
Monge-Ampere general type: 

S2 - rt + air + azS + a3t = ao (A4) 

(see Forsyth, Ref. 11), where, in standard notations, II 

p = z~, q = z~, r = p~, s = p~, t = q~. (AS) 

The equation in fact assumes its simplest form when we 
choose z-lI V (M) as unknown, and then reads 

S2 - rt = f(z) , (A6) 

where the arbitrary function fis related to the entropy dis
tribution (J by 

f(z)=MV. (A7) 

[see Eqs. (3.28) and (3.31) for the general definition of V). 
From the discussion of Sec. III E we conclude that Eq. 

(A6) has an exact SU(3) symmetry and an infinite number of 
conservation laws when f(z) is proportional toz- 4

• Theisen
tropic case is characterized by f = const, and is easily inte
grable. The case where f(z) is proportional toz- 8

/
5 has been 

shown to be reducible to the isentropic case (Gaffet, Ref. 2). 

APPENDIX B: ROGERS' CLASS OF INVARIANCE 
TRANSFORMATIONS 

In their recent book, Rogers and Shadwick [Ref. 12, 
Sec. (3;9)] discuss a class of in variance transformations of the 
equations of unidimensional, nonsteady, adiabatic gas dy
namics; these transformations were first introduced by Rog
ers (Ref. 13). The question naturally arises as to whether such 
transformations bear any relation with those discussed in the 
present paper; the answer is no, as we presently show. 

Rogers' transformation may be analyzed in terms of a 
fundamental symmetry which we denote by (S R ), character
ized by the essential properties that it conserves both the 
mass and position coordinate, up to a sign, and transforms 
the pressure into its inverse: 

(SR):r'=r, M'= -M, P'=l/P. 

The remaining variables then transform as follows: 
t'= -Il, v'=v!P, p'= _pP!(P+pv2

) , 
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in our system of notations. These transformation formulae 
are reciprocal, i.e., (SR)2 is the identity. Thus, the time coor
dinate and the momentum (Il) are exchanged by the symme
try. 

It is interesting to note that our transformation (T 'IT ') 
shares with (S R ) the fundamental property of transforming 
the pressure into its inverse: P' = liP; we recall that the 
symmetry (1'), first introduced in (Ref. 2), is characterized by 
the properties M' = 11M, t' = - t. Nevertheless, the 
(T 'TT ')-transformation formulae are on the whole quite dif
ferent from those of (S R ); they read 

(T'IT'): P' = J.-, 
P 

r' = E _ Mv
2 + i(2 - r) Mc2 , 

2 r(r-1) 

t' =Mv-Il, v'= -v M,=M 
, P' 

There is in fact an essential difference between (S R ) and our 
own class of symmetries, which is that the former does not 
leave the characteristic curves invariant. The simplest way to 
see this is to start from the fundamental relation (2.1): 
aaM = - pc aat, expressing orthogonality, in the sense de
fined in Sec. V E, of the systems of curves M = const and 
t = const. If the characteristic curves were invariant, the 
orthogonality condition would be preserved, and, since the 
curvesM' = constandM = constcoincide(asM' = - M), 
the curves t ' = const and t = const would have to coincide as 
well. This is not the case, since t ' = Il is not a function of t 
only. Thus the characteristics are not invariant under (SR)' 
That property might, of course, have been derived directly, 
without appealing to the notion of orthogonality. (It can be 
shown, in fact, that a transformation that conserves r, M, 
and the characteristic coordinates a, /3, would have to be the 
identity.) 
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It is shown that the equation describing the evolution of the classical continuous Heisenberg 
ferromagnet can be regarded as one aspect of quadratically constrained harmonic motion, as it is 
also the case in a number of other integrable systems. Two ingredients are used: a method to solve 
the inverse scattering problem for second-order operators using ordinary differential (rather than 
integral) equations and the equivalence of the Heisenberg chain with the nonlinear Schrodinger 
equation. 

PACS numbers: 02.30.Jr, 75.1O.Jm 

INTRODUCTION 

A number of nonlinear equations of mathematical 
physics have attracted wide attention in recent years. I This 
can be traced to the fact that their initial value problem can 
be solved, and the study of the solutions so obtained has 
revealed a number of surprising properties that were impos
sible to guess by doing perturbations on the linear approxi
mation, as well as intriguing connections among rather dis
parate fields such as group representations, differential 
geometry, and scattering theory. Extension of these results 
to the quantum domain has permitted the construction of 
some nontrivial quantum field theories, unwrapping some 
more unexpected links with soluble models in statistical me
chanics and isomonodromy deformations. 2 

The origin of the many relations among apparently very 
different-both mathematical and physical-systems is still 
far from being understood, and much effort is currently be
ing spent trying to unify what seems unrelated. In this con
text, Deift, Lund, and Trubowitz3

-4 have shown that the 
Korteweg-de Vries, nonlinear Schrodinger, sine-Gordon, 
and Toda lattice equations on the line, as well as the Toda 
lattice on the circle, are different aspects of the same system: 
quadratic, complex, free oscillators constrained to an inter
section of quadrics in phase space. This had been shown to be 
the case for the Korteweg-de Vries equation on the circle by 
Moser and Trubowitz.5 In the present paper we shall extend 
these results to the Heisenberg ferromagnet equation. Also, 
we shall emphasize one aspect of the procedure that is of 
interest in itself: namely, along the way from the original 
equation to the constrained oscillators one finds a method to 
solve the inverse scattering problem for second-order opera
tors via an ordinary, integrable, nonlinear differential equa
tion. This was shown in the case of the Schrodinger operator 
by Deift and Trubowitz,6 and it is in contrast to the previous 
approaches using linear integral equations.7

•
s 

The continuous Heisenberg chain and its equivalence to 
the nonlinear Schrodinger equation are described in Sec. 1. 
Section 2 recalls the map from the space of solutions of the 
latter to a new space where inverse scattering for the second
order operator (2.1) can be regarded as the flow given by 
constraining an infinite number of quadratic oscillators to an 
intersection of two quadrics (Sec. 3) and the motion generat
ed by a solution of the nonlinear Schrodinger equation corre-

sponds to a related flow in the same subvariety of phase 
space (Sec. 4). These results are used in Sec. 5 to construct the 
announced extension to the Heisenberg chain. Concluding 
remarks are given in Sec. 6, and the appendix contains de
tails relevant to Sec. 3, inverse scattering. 

1. THE CONTINUOUS HEISENBERG CHAIN 

The continuous Heisenberg spin chain is a one-dimen
sional system with dynamical variables Sj(x,t ),j = 1,2,3, 
taking values on the unit sphere: S i + S; + S ~ = 1. The 
motion is governed by the Hamiltonian 

1 fOO as; as; 
H=- --dx, 

2 - 00 ax ax 

with boundary conditions 

s - (0,0,1) 
X!_oo 

and Poisson brackets 

[Sj(x,t ),Sd y,t) 1 = Ejk,S,(x,t )8(x - y) . 

This gives the equation of motion 

as = sxa2s . 
at ax2 

(1.1) 

( 1.2) 

(1.3) 

(1.4) 

It is easy to check that this equation preserves the constraint 
S2 = 1. The initial value problem for this system was shown 
to be solvable using the inverse scattering method by Takh
tajan. 9 Later, Zakharov and Takhtajan lO proved that, in a 
sense, this system was equivalent to the Schrodinger equa
tion with a cubic nonlinearity: 

(1.5) 

The sense of this equivalence is as follows: Both Eqs. (1.4) 
and (1.5) implement the vanishing of the curvature of certain 
connections in a principal fiber bundle with structure group 
SL(2,R ), II and there is a gauge transformation that trans
forms one connection into the other. More explicitly, the 
nonlinear Schrodinger equation (1.5) is the compatibility 
condition for the linear system 

acp = U cp 
ax I, 

acp = v cp 
at I' 

(1.6) 

with (¢x -a¢/ax) 
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2kt/J + it/Jx ) 
2ik 2 _ ilt/J12 ' 

(1.7) 

and the equation of the Heisenberg chain written in the form 

as = _ ~[s azS] (1.8) 
at 2' ax2 

' 

whereS =Si~ and ~ are the Pauli spin matrices, is the com
patibility condition for 

aifJ aifJ - = U2ifJ, - = V2ifJ, (1.9) 
ax at 

with 

U2 = - ikS, 

V2 = kSSx - 2ik 2S . 

The point is 10 that if t/J(x,t) is a solution of (1.5) with t/J-o as 
Ixl~oo, then the solution of 

ag (0 t/J) 
ax = - t/J* ° g, 

(1.10) 

with g~ 1 as x~ + 00 is such that S = g- lifg is a solution 
of (1.8) with S~(T3 as x~ + 00. Moreover, recall that 

aifJ = ( - ik t/J) ifJ 
ax - t/J* ik 

can be interpreted as a scattering problem when t/J-o as 
Ixl~oo. If the reflection coefficient corresponding to the 
given t/J vanishes at zero, i.e., R (0) = 0, then one has S~(T3 as 
x~ - 00 also. 

2. CONSTRAINED OSCILLATORS AND THE 
NONLINEAR SCHRODINGER EQUATION 

It was shown by Deift, Lund, and Trubowitz3
,4 that the 

study ofEq. (1.5) could be reduced to the study of a system of 
harmonic oscillators with quadratic constraints. Below we 
shall show that this is also true for the Heisenberg chain, 
using the results of Zakharov and Takhtajan that we have 
just sketched. First, we recall some features of this equiv
alence of the nonlinear Schrodinger equation with a system 
of constrained oscillators, 

The equation 

aifJ = ( - ik q(X)) ifJ (2.1) 
ax r(x) ik 

withq,r-oas Ixl~oo hasuniquesolutionsf(x,k )andh (x,k) 
with asymptotics 

(
e- ikx 0) 

f ~ ° ikx' ,x_ + 00 e 

( ° e -,kX) 
h x_~ 00 _ eikx ° ' 

and they are related by h = fTwhere T, the transition matrix 
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(2.2) 

is such that a+a_ + b+b_ = 1. The reflection coefficients 
R ± (k ) are defined by 

R ± (k ) = b ± (k )a ;;: l(k ) . 

Notice that (2.1) seems to be more general than what we 
need, as we are interested in the case - r* = q = t/J. How
ever, this extra freedom is needed to get the map to the con
strained oscillators, which is constructed as follows: given 
q(x), r(x), the solutionsfand g as well as the reflection coeffi
cients are uniquely determined. Define then new functions 
X ± (k), Y ± (k ) through4 

X +(k) = (R+(k )/1rk )1/2fdO,k) , 

Y+(k) = (R+(k )hrk )1I2fdO,k) , 

X _(k) = (R _(k )/1rk )1I2fll(0,k) , 

Y _(k) = (R_(k )/1rk )I/Yzl(O,k) , 

for real k # 0, and 

X ± (0) = (l/~ ± 2i)(fdO,0) ± fll (0,0)) , 

Y ± (0) = (l/~ ± 2i)(fdO,0) ±f21(0,0)) . 

(2.3a) 

(2.3b) 

Here we are assuming R +(0) = R _(0) = 0, which is enough 
for our purpose, the study of the Heisenberg chain when 
S~(T3 as x~ ± 00. The more general case R (0) #0 appears 
in the nonlinear Schrodinger case. 4 It is straightforward to 
consider it, although it is more cumbersome. Also, define 12 

(
2iC )1/2 

X ±J = k]± fdO,kj±)' 
} ± 11 

j= I, ... ,n, 

(2.3c) 

(
2iC )1/2 

Y ±j = ~ fdO,kj±) . 
kj± 21 

Here, kj + (resp. kj _ ) are the eigenvalues of(2.1) given by the 
zeroes of a + (resp. a _) in the upper (resp. lower) complex k 
plane. In general the number of eigenvalues whose imagi
nary part is positive need not be equal to the number of eigen
values with negative imaginary part. For the case at hand, 
however, it is enough to consider this case. The c's are given 
by 

Cj ± = cj ± /a;± ' 

where 

a;± = ~~ Ik~kJ± ' 
and c is given by the asymptotic behavior of the eigenfunc
tions: 

( ° e - iki+X) 
-'k x~- 00, 

_ e' i_X ° 

So, given two functions q(x), r(x) one inserts them in 
(2.1) and extracts all the information that can be given by the 
resulting scattering problem-lost solutions, reflection co-
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efficients, eigenvalues and eigenfunctions-and plugs it into 
(2.3). This gives a map 

(q,r)-(X,Y) . 

The question we want to address is: How do X and Y 
change when q = - r* and q evolves according to the non
linear Schrodinger equation (1.5)? 

3. TRANSLATION FLOW AND INVERSE SCATTERING 

Consider first the simpler evolution 

q(.),r(·)-q(. + t ),r(' + t) . (3.1) 

That is, the potentials simply move by a uniform trans
lation to the left with unit speed. What is the motion of the 
X's and Y's induced by the map (3.1)?The answer is4 :X and 
Yevolve according to the differential equation 

X ± (k) = - ikX ± (k) - (I IX/)Y ± (k), 

Y ± (k) = ik Y ± (k) - (I IY/)X ± (k) , 

X±j= -ik±jX±j-(IIX/)Y±j, 

Y ±j = ik±jY ±j + (I IX/2)X ±j' 

for kER andj = 1, ... ,n. We have written 
n 

I IX 2(1)_ I (k +jX 2+j + k _jX 2_ j ) 
j~ I 

+ f_+"oo I (X 2+ (I) +x2_ (I))dl 

(3.2) 

and similarly for "1.ln. Equations (3.2) are a system of ordi
nary, nonlinear differential equations. Notice that X ± (0) 
and Y + (0) decouple from the other variables, that is, the 
motion of X ± (k), Y ± (k) (k #0), X ±j' Y ±j is not affected 
by X (0), Y (0), and once theX, Y for k # 0 are known, substitu
tion in (3.2) gives a linear equation for X(O), Y(O) with time
dependent coefficients. 

The first important remark4 is that (3.2) are the equa
tions corresponding to the Hamiltonian 

(3.3a) 

with Poisson brackets 

!Xak,Yb/l = oabo(k -I), a,b = +, --, 
(3.3b) 

!X.xl = !Y,Yl =0, 

and constraints 

ifJ2 = I Yk 2 = 0 , 
(3.3c) 

with variables X, Y satisfying the initial condition (automati
cally preserved in time) 

(3.4) 
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The dynamical system given by (3.3) is what we call a system 
of (complex) harmonic oscillators with quadratic con
straints. 

We have a map (q,r)-(X,Y). Is it possible to go back
wards? The answer is yes, due to the identities4

•
12 

q(O) = - f (X 2+ (k) +X2_ (k))k dk + ~j(X2+j + X 2_ j ), 

(3.5) 

r(0) = f (y2+ (k) + y2_ (k))k dk + ~j(y2+j + y 2_j ). 

So, as we consider different potentials in the one-parameter 
family (labeled by t ) given by (3.1), X, Y will change according 
to (3.2), and (3.5) will give the value of each potential at the 
origin in terms of the value of X, Yat "time" t. But the value 
of the potentials q(. + t ), r(· + t ) at the origin is nothing but 
the value of q(.), r(.) at a distance t from the origin! So, given a 
solution of (3.2) we can reconstruct the potentials q,r this 
way. Indeed, the (singular) initial value problem given by 
(3.2) with initial conditions, as t_ + 00, 

X +(k )_0, Y +(k )-(R+(k )hrk )1/2, 

X_(k)_(R_(k)/1rk)1/2, Y_(k)-O, 

X ± (0)- ± 1!~ ± 2i, Y ± (0)-1!~ ± 2i , (3.6) 

X +j_O, Y +j-(2icj + /kj + )1/2Cj + ' 

X _j_(2icj _ Ikj _ )II2Cj _, Y _j-O, 

solves the inverse scattering problem for q,r. That is, given 13 

R ± ' k j ± 'Cj ± one has initial data for the evolution equation 
that will giveX (t), Y(t land, withit,q(t ),r(t )through(3.5).One 
still has to make sure that this initial value problem has glo
bal solutions. But this is assured because (3.3) is a completely 
integrable system! This is seen by explicit construction of a 
complete set of integrals of motion in involution 12 

1ak =I(k-I)-I(XakYb/-Xb/Yak)2, a,b= +,-. 
b.l 

(3.7) 

In this approach then, the inverse scattering problem for 
(2.1) has been solved through a set of coupled, nonlinear, 
ordinary, integrable differential equations. This is in con
trast to previous methods of solution 7.8 using a linear inte
gral equation. Notice that (3.4) is automatically satisfied by 
the data (3.6). The case r = + q*, of interest for the nonlin
ear Schrodinger equation iq, + qxx ± 21ql2q = 0 is obtained 
by imposing 

(3.8) 

on the initial data. It is immediate to check that this condi
tion is preserved by the flow (3.2). In terms of scattering data 
this means having 

R_(k)= ±R*+-(k), kj _ =kj+, 
(3.9) 

Cj _ = ± cf+, cj _ = ± cj+ ' 

where the star denotes complex conjugation. 
We have seen then that when q,r change according to 

the translation flow XY evolve as a system of harmonic oscil
lators constrained to the intersection of the two quadratics 
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(3.3c). It is simple to check4 that, in terms of the action varia
bles (3.7), this motion is generated by the Hamiltonian 

with constraints (3.3c). 

4. NONLINEAR SCHRODINGER FLOW 

The original question we had in mind was to find the 
motion X, Y when q = - r* evolves according to the nonlin
ear Schrodinger equation. The answer can now be given 
quite simply4.12; consider 

(4.1) 

The flow generated by constraining this second Hamiltonian 
to the same subvariety (3.3c) obviously commutes with the 
one generated by HI and is also integrable. The point is that 
when q( = - r*) obeys the nonlinear Schrodinger equation, 
XY change according to this second flow,4 with initial data 
(preserved by H 2) satisfying (3.4) and (3.8). It is in this sense 
that the study of the nonlinear Schrodinger equation is re
duced to the study of an integrable system of constrained 
harmonic oscillators. 

5. HEISENBERG FLOWS 

Weare now in a position to go back to the Heisenberg 
chain. We have already mentioned that given a solution 
¢(x,!) of the nonlinear Schrodinger equation, one finds a so
lution 5 (x,! ) of the continuous Heisenberg chain 
5 (x,t) = g-'dlg by solving the system (1.10). The converse is 
also true 10: takeS (x,t) a solution of(1.8) with boundary con
ditions 5--+a3 as Ix 1--+ 00 , with 52 = I, S = 5 +, tr 5 = 0; it 
can bediagonalized by a unitaryg(x,t ),S = g-Ia~. Sincegis 
unitary, (ag/ax)g-I is anti-Hermitian. Moreover, it is al
ways possible to choose g such that (ag/ ax)g- I is off-diag
onal: 

ag -I (0 1/1) 
ax g = -1/1* 0 ' 

(5.1) 

with a unique l/1(x,t ) that automatically goes to zero when 
5--+a3 with g going to a constant unitary diagonal matrix. 
Then, it can be shown 10 that 1/1 is a solution of (1. 5) and that 

ag g_1 = _ i(ll/1lz 1/1:) 
at I/1x - 11/112 . 

(5.2) 

From this we see that, with the boundary condition g--+I as 
x--+ + 00, g is nothing but the solutionf of (2.1) evaluated at 
k=O: 

g(x,t) = f(x,O,t ) . 

In other words, 

i (X+(O) - iY~ (0) X+(O) + iY~ (0)). 
g(x,O) = 2 Y +(0) + iX~ (0) Y +(0) - iX~ (0) 

(5.3) 

So, if we consider the translation flow forS: 5 (.)--+S (. + t), we 
have induced a flow 1/1(-)--+1/1(' + t) through (5.1), which in 
tum induces a flow for X, Y given by (3.2) which is generated 
by the Hamiltonian Ho (3.3a) with constraints (3.3c). Now to 
go back, that is to recover 5 (. + t) from a solution to this set 
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(i.e., the oscillator set) of differential equations, one simply 
uses (5.3) and 5 = g-Ia~. That is, of the infinitely many 
oscillators that are evolving, only one (X (0), Y (0)) is needed to 
know how 5 is changing. Of course, the evolution of 
X (0), Y (0) is not autonomous but coupled to that of all the 
rest. This is to be contrasted to the situation in the nonlinear 
Schrodinger case (3.5) where a combination of all the oscilla
tors gives the behavior of q,r. Exactly the same situation is 
true for the flow 5 (.)--+5 (.,t) given by (1.8), the Heisenberg 
equation, which corresponds to ¢(·)--+I/1(.,t), the nonlinear 
Schrodinger flow, which in tum corresponds to the flow gen
erated by H2 (4.1). Given a solution to this new differential 
equation, 5 (.)--+5 (·,t) is recovered through (5.3). Indeed, it is 
possible to check directly that (5.2) is the differential equa
tion obeyed by X (0), Y (0) with Hamiltonian Hz and con
straints (3.3c). This is achieved by deriving formulas analo
gousto(3.5)forl/1x and Il/1lz.12 

6. CONCLUDING REMARKS 

We have constructed a map from the space of solutions 
of the continuous Heisenberg chain equation to a space of 
solutions of an equation that is obtained as a flow in an inte
grable system of free quadratic oscillators with quadratic 
constraints, using the nonlinear Schrodinger equation as a 
crutch. As mentioned in the introduction, a similar map can 
be constructed for a number of partial differential equations, 
thereby unifying them in this sense. 

In the case of linear equations the Fourier transform 
can also be regarded as a map to a space of quadratic uncou
pled oscillators. The nonlinear equations we have considered 
are then characterized by the fact that the nonlinearities are 
introduced into a linear system by a finite number of qua
dratic constraints. This is similar to what happens in the 
nonlinear sigma models, 14 in which case the number of con
straints is infinite: one per space point. 

In conclusion, we may say that KdV, nonlinear Schro
dinger, sine-Gordon, Toda lattice, and Heisenberg chain are 
but different aspects of the same system, harmonic motion 
quadratically constrained to a subvariety of phase space. 
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APPENDIX 

It was mentioned in the text that the inverse scattering 
problem for the operator 

-(- ~ q) L- a ' 
-r -

ax 

(AI) 

where q,r are complex-valued functions of a real variable, 
can be reduced to the problem of solving a nonlinear, inte
grable, ordinary differential equation. This was done for the 
Schrodinger operator on the line by Deift and Trubowitz,6 

and for the operator L by Deift, Lund, and Trubowitz.4 Here 
we give some details that were omitted in the last reference. 

The spectral theory for (A 1) was given by Zakharov and 
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Shabat 7 and by Ablowitz et al. 8 The eigenvalue problem 

UP = ikcf> (A2) 

is equivalent to Eq. (2.1). The spectrum of L consists of a 
continuous part, the real line, and a discrete part given by the 
zeroes of a+ and a_ [cf. (2.1)] in the upper and lower halves 
of the complex k plane, respectively. If q,r decay faster than 
any power of z at infinity, the number of zeroes of a + and a _ 
is finite. Their multiplicity is not restricted, and, to the best 
of our knowledge, a necessary and sufficient condition on the 
potentials q,r ensuring that the zeroes are simple has not 
been found. All treatments assume a +,a _ to have only sim
ple zeroes, and we shall do so here as well. Also, in principle, 
they could lie on the real axis in which case they would not 
correspond to bound states but to resonances. 

This would not add any difficulties but would make the 
formulas more cumbersome, so we shall assume there are no 
real zeroes. 

Next, take r = - q*. In this case, using (3.9), the fol
lowing is true 12

: 

N N 

q(x) = 2i I Cj 1122 (x,kj ) - 2i I c*1 2~2(X,k ) 
j= I j= I 

-: f: 00 dk (R (k ln2 (x,k) + R *(k lfi22(X,k )) , 

(A3) 

where we have dropped the" + " subscript. Then, substitu
tion of (A3) into 

a (Idx,k)) ( - ik q(X))(ldx,k)) 
ax V22(x,k) = - q*(x) ik Vnlx,k) , (A4) 

kER, k = kl, ... ,kfl[ , 

gives a nonlinear ordinary differential equation for 112,/22' 
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Given R (k ), kj , and cj together with the boundary condition 

~:t~-: Je~x) , 
the corresponding initial value problem can be solved, and 
substituting the solution back in (A3) gives q(x), solving the 
inverse scattering problem. Equation (A4) has global solu
tions because with the definitions (2.3) it turns into (3.2) 
which, as we saw in the text, is an integrable system. 
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A set theoretic argument is utilized to develop a recursion relation that yields exactly the 
composite nearest-neighbor degeneracy for simple, indistinguishable particles distributed on a 
2 X N lattice space. The associated generating functions, as well as the expectation of the resulting 
statistics are also treated. 

PACS numbers: 02.50. + s, 05.50. + q 

I. INTRODUCTION 

The present paper considers the problem of determin
ing the composite nearest-neighbor degeneracy for a 2 X N 
rectangular lattice space. Specifically, we develop a recur
sion relation that yields exactly the multiplicity of those ar
rangements of simple, indistinguishable particles on a 2 X N 
rectangular lattice that create prescribed numbers of the 
three possible types of nearest-neighbor pairs [occupied 
pairs (particle-particle), mixed pairs (vacancy-particle), and 
vacant pairs (vacancy-vacancy)]. We represent these 
numbers by n ll , nol , and noo, respectively. 

Adding Eqs. (2) and (3), while considering Eq. (1) yields 
the expected result that 

A number of previous papers have dealt with the near
est-neighbor degeneracy for one-dimensional, 1 X N lattice 
spaces when the number of one type of nearest-neighbor pair 
is specified, 1-3 as well as the composite degeneracy when the 
numbers of all three types of nearest-neighbor pairs are pre
scribed.4 Kedem5 has also discussed one-dimensional near
est-neighbor degeneracies and their relationship to sufficient 
statistics associated with binary stationary mth-order Mar
kov chains. He applies his results to a determination of the 
asymptotic distribution of rare events. Yan6 has treated sev
eral interesting one-dimensional nearest-neighbor degener
acy problems involving particles that occupy integral 
numbers of linearly contiguous lattice sites. 

We first note that the quantities nIl' n ol , and noo are not 
independent when N is specified because their sum is the 
total number of nearest neighbors, regardless of the number 
of particles present, i.e., 

3N - 2 = nIl + n OI + nOO . (1) 

[Here, as elsewhere, we do not distinguish between 0-1 and 
1-0 nearest neighbor pairs.] 

If, from each occupied lattice site, we draw three lines 
connecting the occupied site with its nearest-neighbor sites, 
there will be a total of 3q lines where q is the number of 
particles (see Fig. I). Accounting for these lines yields 

3q = 2nl1 + nO] + 8] , (2) 
where 8] is the number oflines that go off the ends of the 
lattice space when one or more of the four end sites are occu
pied. A similar construction for the vacant sites results in 

3[2N - q] = 2noo + nO] + 80 , (3) 

15 1 +150 =4. (4) 

I 
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I 
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FIG. 1. On this 2 X 14 space there are 16 particles, 
so there are 48 lines. From each particle are drawn 
three lines, each line to a nearest-neighbor site. 
There are eight occupied nearest-neighbor pairs, 
with each of which is associated two lines, and 30 
mixed nearest-neighbor pairs; 8, = 2. 
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When calculating the nearest-neighbor degeneracies, one 
must take account of the end-to-end as well as the top-to
bottom reflections of the lattice space. This additional de
generacy factor depends on the state of occupation of the 
four end sites, i.e., it depends on the 8 'so As previously dis
cussed,4 the degeneracy factor for a one-dimensional lattice 
space [which is either 1 or 2 (for an end-to-end reflection)] is 
completely determined by whether nOI is even or odd. As can 
be seen from Eqs. (2) and (3), whether nOI is even or not does 
not specify the state of occupation of the four end compart
ments and hence does not dictate the value of the degeneracy 
factor for a 2XN lattice (which may be 1,2, or 4). 

Note that if N, q, nil' and noo are specified, n OI is fixed 
and the values of the individual 8 's are determined uniquely. 

We designate A [N,q,n lI,noo] to be the total number of 
all possible arrangements when q particles are distributed on 
a 2 X N lattice in such a way as to create n II occupied nearest
neighbor pairs and noo vacant nearest-neighbor pairs. 

II. RECURSION RELATION FOR A[N,q,n11.nOO] 

To establish a recursion for A [N,q ,n II ,noo], we must first 
differentiate between an a(N )-space (which consists of two 
aligned rows of N equivalent rectangular sites) and a /3 (N)
space [an a(N)-space to which an additional lattice site is 
affixed at the lower left-hand corner] (see Fig. 2). 

Next wedefinea[N,q,nll,noo] to be the set ofa11 arrange
ments of q particles on an a(N )-space that contain n II occu
pied and noo vacant, nearest-neighbor pairs. Thus 
#a[N,q,n II,noo], the number of elements of a[N,q,n II,noo] is 
A [N,q,nll,n oo]' 

Let aj [N,q,nll,noo ] (J = 1, ... ,7) be subsets of 
a [N,q,n I pnoo]. Each of the a/s is characterized by the state of 
occupation of the four end sites (see Fig. 3). Every arrange
ment in aj differs from every arrangement in ak (J¥-k), i.e., 

aj [N,q,nll,n oo ] n ak [N,q,nll,nOO ] = 0, 

a null set. 

(5) 

In addition every element of a[N,q,n II,noo] will be found 
in one of the aj [N,q,nll,nOO ]' i.e., 

7 

a[N,q,nll,noo ] = u aj[N,q,nll,noo ] . (6) 
j~ 1 

We conclude then that #a[N,q,nll,noo], the number of 
elements of the set a[N,q,nll,noo] is given by 

or 

7 

#a[N,q,nll,n OO ] = I #aj [N,q,nll,nOO ] 

j~ 1 

7 

A [N,q,n l1 ,nOO ] = I Aj [N,q,n l1 ,noo ] , 
j~ I 

(7) 

where, four example, #a2[N,q,nll,nOO]==A2[N,q,nll,noo] is 

IIIII IIIIII a( N) 

FIG. 2. (a) Definition of an a(N)-
~---- N space. (b) Definition of a,B (N)

space. 

I I I I I I I I I I I (3 (N) 
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1 ~ A,[N.q.n".n",,) 

4 mEE A, [N. q. n". nool 

2 ffi=EEE A, [N,q,n",nool 

4 ffi=EEt1 A, [N. q, n" .nool 

FIG. 3. Seven a-spaces are charac
terized by the state of occupation of 
the end sites. The end-to-end and 
top-to-bottom degeneracy factors 
are indicated numerically proximate 
to the appropriate space. 

the number of arrangements when one and only one of the 
four end sites is occupied. The end-to-end and top-to-bottom 
reflections of the arrangements contained in a2 result in a 
degeneracy factor offour (4). The degeneracy factor associat
ed with each of the seven subsets, aj (J = 1, ... ,7), shown in 
Fig. 3 is indicated next to the corresponding figure. 

Similarly, Fig. 4 serves to define sixteen subsets of 
b [N,q,n 11,nOO]' the set of all arrangements of q particles on a 
/3 (N )-space that create prescribed numbers of occupied and 

cf!ffE B, [N, q, n", noo1 dffi3j B, [N. q, n", nool 

ruBEE B, [N, q. n", nool dmE@ B,o [N. q, n", nool 

c£EEEB B, [N, q, n".n00 1 clfBBE B" [N. q, n", nool 

dJJIlj B. [N, q. n". noo 1 cHEBj B" [N. q, n", noo ] 

dIEm B, [N. q, n". noo) r£ffiffi Bil [N, q. nu' noo ] 

~EE B, [N, q. n", nool EfEffij B,. [N. q. n". noo 1 

cffiHj B, [N. q. n", nool dffiffij BI!> (N, q. nil' noo 1 

ruBE@ B, [N. q. n". noo 1 ~ffil B" [N. q. n".noo ] 

FIG. 4. Sixteen ,B-spaces are characterized by the state of occupation of the 
end sites. 
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iN-I 
1';lfl 1 lEI A1 [N,Q,n11 ,n OO] 

FIG. 5. This figure shows the decomposition ofthe set of a,[N.q.n".noo] 
into two mutually exclusive subsets on the basis of the state of occupation of 
the top site in the N - 1 column. 

vacant nearest-neighbor pairs. The degeneracy factor for all 
bj [N,q,n II,n oo ] (j = 1 •... ,16) is unity. Thus, b4[N,q,n Il,n oo] is 
the set of all arrangements on a/3 (N I-space when q, n II' and 
noo are specified and when the top right-hand site is occupied 
(and all the other end sites are vacant). Because 

16 

b [N,q,nll,n oo ] = u bj [N,q,nll,n oo ] 
j~ I 

we conclude that 

B [N,q,nll,noo]=#b [N,q,nll,n oo ] 

16 

= L #bj [N,q,nll,noo ] 
j= I 

16 

= L Bj [N,q,nll,noo ] . 
j~ I 

(8) 

(9) 

Next we decompose each of the seven aj's into two sub
sets, one in which the top site in the (N - I)th column is 
vacant and one in which that site is occupied. Similarly we 
decompose each of sixteen bj's into two subsets, i.e., on the 
basis of the state of occupation of the top site of the (N - I )th 
column. There is closure in the sense that the decomposition 
of any of these twenty-three sets results in two subsets, both 
of which are members of the twenty-three sets. 

As an example, consider al [N,q,n Il,n oo] (see Fig. 5). If 
the top site of the (N - I )th column is vacant, a /3 (N - 1)
space is created on which all four end sites are vacant. The 
set of all arrangements of q particles on such a space is 
b , [N - I,q,n Il,noo - 2] because n II occupied nearest-neigh
bor pairs and noo - 2 vacant nearest-neighbor pairs must be 
created [two vacant nearest-neighbor pairs have been ex
cluded from the /3 (N - I)-space]. 

11:1 1 \1 !>I (1f<I)A2 [N,q,n11,nOO] 

FIG. 6. This figure shows the decomposition of the set of b,[N.q,nll.nOO] 

into two mutually exclusive subsets on the basis of the state of occupation of 
the bottom site of the N - 1 column. 

If, on the other hand, the top site of the (N - I )th col
umn is occupied, a /3 (N - I I-space is created on which the 
top left-hand site is occupied and the remaining three end 
sites are vacant. The set of all arrangements of q particles on 
such a space is b3[N - l,q,n I "noo - I] (see Fig. 5). 

Every arrangement in b,[N - l,q,n11,nOO - 2] differs 
from every arrangement in b3[N - I,q,nll,n oo - I] by the 
state of occupation of the top site of the (N - I )th column, 
i.e., 

bl[N-I,q,nll,nOo-2] nb3[N-I,q,n 11 ,noo -l] =0. 
(10) 

In addition, every element of a1[N,q,n11,nOO] will be found 
either in b1[N - l,q,nll,noO - 2] or in 
b3[N - l,q,n11,nOO - I], i.e., 

a,[N,q,n",noo] 

= b1 [N - l,q,n11,n OO - 2] 

u b3 [N - I,q,nll,noo - I] . (11) 

We conclude that 

#a 1 [N,q,n11,n OO ] = #b1 [N - I,q,nll,n oo - 2] 

+ #b3[N-I,q,n I1 ,no<)-I], 

or reindexing we obtain 

Al [N,q,n1"n oo + 2] = Bl [N,q,n11,n OO ] 

By decomposing the remaining aj sets in a similar 
manner we arrive at the following equations 

!A 2 [N,q+ I,n ll + I,no<)] =B1[N-I,q,n ll + I,noo ] +B3[N-I,q,nll,nOO]' 

!A3[N,q + I,n ll + I,noo ] =B4[N - l,q,n 11 + I,noo ] +B9 [N - l,q,nll,nOO ]' 

~A4[N,q + I,nll + I,noo ] =B5[N - l,q,n 11 + l,noo ] +B lO [N - l,q,nll,nOO ] , 

!A5[N,q + I,nll + 2,noo ] =B2[N -1,q,n 11 + I,noo ] +B6[N -1,q,nll,nOO ]' 

lA6 [N,q+ I,n ll +2,noo ] =B7[N-I,q,n ll + I,noo ] +B12 [N-I,q,n ll +noo ], 

A7[N,q + I,nll + 2,noo ] = B'4[N - l,q,n ll + l,noo] + B I6 [N - l,q,nll,noo ] . 

(12b) 

(12c) 

(12d) 

(12e) 

(12t) 

(12g) 

Similarly, we can decompose each of the sixteen b sets into two subsets on the basis of the state of occupation of the 
bottom site in the (N - I)th column. This gives rise to the following equations (see, e.g., Fig. 6): 

263 

B1[N,q,nll,noo + I] =A1[N,q,nll,noo ] +!A 2 [N,q,n ll ,nOO + 1], 

B2[N,q + I,n ll + I,noo ] =A1[N,q,n ll + I,noo ] + !A 2 [N,q,n ll ,nOO ] , 
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(13a) 

(13b) 
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B3[N,q,n ll'n OO + 1] = !A 2[N,q,n ll ,nOO ] + !As[N,q,nll,nOO + 1] , 

B4 [N,q,n 1l,nOO + 1] =! A2 [N,q,n 1l,nOO ] + ! A4 [N,q,n wnoo + 1] , 

B5 [N,q,n II,noo + 1] = !A2[N,q,nll,noo] +! A 3 [N,q,n ll ,noo + 1] , 

B6[N,q + l,nll + l,noo ] = !A 2[N,q,n 11 + l,noo ] +! As[N,q,nlpnoo] , 

B7[N,q + l,n11 + l,noo ] = !A2[N,q,n 11 + l,noo ] + !A4[N,q,n ll'noo ] , 

B 8 [N,q+ l,nll + l,noo ] =!A2[N,q,n ll + l,noo ] +!A3[N,q,nll,noo], 

B9[N,q,nll,noo+ 1] =!A3[N,q,nll,noo] + !A6[N,q,nll,noo + 1], 

BlO[N,q,nll,noo+ 1] =!A4[N,q,nll,noo] +!A6[N,q,nll,noo+ 1], 

Bll[N,q,nll,nOO + 1] =!As[N,q,nll,nOO ] +!A6[N,q,nll,noo+ 1], 

B I2 [N,q + l,n11 + l,noo ] = !A3[N,q,n ll + l,noo ] + !A6[N,q,nll,noo] , 

BnlN,q + l,n ll + l,noo ] =! A4[N,q,n ll + l,noo ] +! A6[N,q,nll,noo] , 

B I4 [N,q + l,n11 + l,noo ] =! As [N,q,n ll + l,noo ] + !A6[N,q,n 11 ,nOO ] , 

BIs[N,q,nll,noo+ 1] =!A6[N,q,nll,noo] +A7[N,q,nll,noo+ 1], 

B I6 [N,q + l,n ll + l,noo ] = !A6[N,q,n ll + l,noo ] +A7[N,q,n 11 ,nOO ] • 

(13c) 

(13d) 

(13e) 

( 13f) 

(13g) 

(13h) 

(13i) 

( 13j) 

(13k) 

(131) 

(13m) 

(13n) 

(130) 

(13p) 

Equations (12) and (13) may be solved for anyone of 
these quantities Aj [N,q,n 1l,nOO ]' For example solving for 
A I [N,q,n I I,noo] results in 

III. GENERATING FUNCTIONS AND EXPECTATION 

We first form the polynomials 

Al [N + 3,q + 3,n ll + 4,noo + 4] 

=AI[N + 2,q + 3,nll + 4,noo + 1] 

+ AdN + 2,q + 2,nll + 4,noo + 4] 

+AI[N + 2,q + 2,n ll + 3,noo + 3] 

+AdN + 2,q + l,nll + l,noo + 4] 

+AdN + l,q + 2,nll + 4,noo + 1] 

- Al [N + l,q + 2,nll + 3,noo ] 

+ A I [N + l,q + l,n 11 + 3,noo + 3] 

-A [N + l,q + l,nll + l,noo + 1] 

+AI[N + l,q,n ll + l,noo + 4] 

-AI[N + l,q,n ll ,noo + 3] 

- Al [N,q,n ll + 3,noo + 3] 

+ 3AI [N,q,n lI + 2,noo + 2] 

- 3A I [N,q,n ll + l,noo + 1] 

+AI[N,q,nll,nOO ]' (14) 

It is important to note that a recursion of the same form 
is obtained for all the A j [N,q,n II ,noo ] as well as for all the 
Bj [N,q,n I pnoo ]. The only consideration that differentiates 
these sets is the differences in the initial conditions. We con
clude that the structure of the recursion given in Eq. (14) is 
valid for any and all a and b sets and represents a property of 
the 2 X N lattice. 

In this regard it is interesting to note that if we subtract 
Eq. (2) from Eq. (3) we obtain 

3[N-q] =nOO -n 11 +!(OO-Ol), 

so that any change in the values of N, q, nIl' or noo must 
conform to 

3 [..:::1N - ..:::1q] = ..:::1noo - ..:::1nll . (15) 

An examination of the arguments of A I in Eq. (14) indicates 
that Eq. (15) is always satisfied. 

264 J. Math. Phys., Vol. 25, No.2, February 1984 

!".q(x,y) = I IA [N,q,nll,nOO]xn"yn<K,. (16) 
n11 non 

If the value of n II is specified then the sum over nOD contains 
five terms as can be seen from the elimination of nOI using 
Eqs. (2) and (3), i.e., 

3[N - q] + nll + [(0 1 - 00)12] = noo , 

where [(0 1 - 00)/2] can take on the values 
- 2, - 1,0, + 1, + 2. 

Upon substituting into Eq. (16) a recursion for 

( 17) 

A [N,q,nll,n oo] of the form given in Eq. (15) we obtain the 
following relationship for fN,q (x, y): 

fN + 3,q + 3 (x, y) = y3fN + 2,q + 3 (x, y) 

+ (1 + XYifN+2,q+2(X,y) 

+ y3(1 - XyifN+ I,q+ 2 (x,y) 

+ x 3fN+ 2,q + 1 (x, y) 

+ xy( 1 - x 2y2ifN + I.q + 1 (x, y) 

+ x3(1 - XyifN + I.q(x, y) 

- xy( 1 - xy)3fN,q (x, y) . (18) 

Equation (18), combined with the initial conditions 

fl,o(x,y)=y, fl,dx,y) =2, fdx,y)=x, 

Ao(x, y) = y4, f2,1 (x, y) = 4y2 , 

f2,2 (x, y) = 2 + 4xy, f2,3 (x, y) = 4x2 , 

J;,4 (x, y) = X4 , 

Ao(x,y) =y7, f3,dx,y) = 4ys + 2y4, (19) 

f3,2 (x, y) = 4y3 + 4y2 + 2xy4 + 4xy3 + xy2 , 

f3,3 (x, y) = 2 + 4xy2 + 4xy + 6x2y2 + 4x2y, 

f3,4 (x, y) = x 2y + 4x2 + 4x3y + 4x3 + 2x4y , 

f3,5 (x, y) = 2x4 + 4x5
, f3,6 (x, y) = X 7 
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will generate, as coefficients of the various powers ofx andy, 
the required degeneracies. 

When x = y = 1, Eq. (18) reduces t07 

IN+ 3,q + 3 = IN+ 2,q + 3 + 21N + 2,q+ 2 + IN+ 2,q+ I , (20) 

which, as expected, is the recursion for (;IZ j 3)). 

If we next form the polynomials 

'" 
h (x, y, z, 71) = I IIN,q(X, Y)~7JN (21) 

N~ I q 

and substitute Eq. (18) for IN,q (x, y), we obtain 

h (x,y, z, 71) = 7J!gl(x,y, z) + 7J[g2(X,y, z) - gl(x,y, z)[ y3 + z(I + xy) + x 3r] 

+ 712 [g3(X, y, z) - g2(X, y, z) [ y3 + z( 1 + xy) + X3
Z
2] 

- gl(x, y, z)[ y3(1 - xy)z + xy(I - x 2y2)z2 + x3(1 - xy)z3] ] JI!l - 7J[ y3 + (1 + xy)z + X3Z2] 

-7J2[y3(I-xy)z+xy(I-x2y2)z2+x3(I_xy~] +7J3[xy(1-xy)2z3]J, (22) 

where 

q 

For x = y = z = 1, Eq. (22) becomes 

h (1,1,1,71) = 471/(1 - 471)· 

To determine, from the recursion given in Eq. (14), 
(n II ) N,q' the expectation of n II' we define 

( 8 II ) N,q [3N - 2] - I (n I I ) N,q , 

where 

in which 

Utilizing Eq. (14) in Eq. (25) we obtain a recursion for 
(8,,) N,q: 

C;)(3N - 2)(8,,) N,q 

(
2N - 2) 

= q (3N-5)(8,,)N_l.q 

(
2N - 2) 

+2 q-I (3N-5)(8,,)N_I,q_1 

(23) 

(24) 

(25) 

(26) 

(
2N - 2) (2N - 2) 

+ q-2 (3N-5)(8,,)N_I,q_2+ 3 q-2 . 

(27) 

Assuming 

(8")N.q = (8")N_i,q_j = (8,,) 

(i,) fixed and finite when Nand q-oo in such a way that ql 
2N =8 remains fixed), we obtain 
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q~", q~", 

= lim q(q - 1) = 82. 
N~", 2N(2N - 1) 

(28) 

q--oo 

An examination of the arguments of the fundamental 
recursion, Eq. (14), reveals that there is a symmetry in the 
index subtracted from n II and noo. For example, nIl - 3 and 
noo - 3 both appear four times. Thus we may conclude from 
Eq. (28) that (800 ) = (1 - 8 f and that (801 ) = 28 (1 - 8). 

IV. CONCLUSION 

A recursion relation is developed that permits an exact 
determination of the number of arrangements of q simple, 
indistinguishable particles on a 2 X N lattice that exhibits a 
prescribed number of occupied and vacant (and mixed) near
est-neighbor pairs. Utilizing this recursion we have calculat
ed the associated generating functions and the expectation of 

nIl' 
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The damped linear and the forced harmonic oscillator are used as standard examples for a 
dynamical system with a time-dependent Hamilton function to investigate the problem of 
constructing a Hilbert state space and evolution operators in this space, 

PACS numbers: 03.20. + i 

INTRODUCTION 

It has been shown l-J that if the spectrum of the one
parameter group a = ! at ItER l of time evolution operators 
of a dynamical system in a Hilbert state space lH has a non
void absolutely continuous part then the system can have a 
non vanishing microscopic entropy production; i.e., there 
might exist a positive linear operator M with domain and 
range in lH so that 

U;, Mf,) > 0 (f, -aJ), 

d 
- (f"Mf,)<O 
dt 

for all t:;;;.O and alII from a core DM of M; M is called a 
Lyapunov operator for a and the operator r defined by 

(Ll) 

(L2) 

- a~ ra t I = d (a~ Ma t ) 1/ dt is called the corresponding 
microscopic entropy production operator. For a conservative 
Hamiltonian system the group a is determined by the corre
sponding Liouville operator and the state space is construct
ed in the usual fashion as introduced by Koopman.4 For a 
system with a time-dependent Hamiltonian this method can
not be applied since there is no constant energy submanifold. 
This has caused doubtS whether a statistical description 
which goes along with the introduction of a state space 
makes sense at all. We do not share this opinion since, even if 
the energy is not a constant of motion, there are other con
stants of motion which might specify suitable invariant man
ifolds ~ with an appropriate measure J-l so that L 2(~, J-l) is a 
reasonable state space-at least for our purpose, meaning 
that we can use its states and evolution operators with regard 
to microscopic entropy and asymptotic stability properties. 
We shall consider here two standard examples-the damped 
linear oscillator and the forced harmonic oscillator (both in 
one dimension)-to demonstrate that there are at least three 
possible ways to construct a state space: The first one uses 
the method ofsuspension4 (i.e., the extended cotangent bun
dle). In the second method the system is imbedded into a 
larger conservative system. It turns out that both methods 
(at least for our examples) are mathematically equivalent, 
delivering the same state space and evolution operators and 
differing only in an interpretation of parameters. In the third 
and last method the system is mapped by a canonical trans
formation on a conservative Hamiltonian system for which 

'1 Dedicated to Bryce DeWitt on his sixtieth birthday. 

the state space is constructed in the Koopman fashion. Since 
this canonical transformation is unitary in the state space, 
the time evolution operators are unitary. However, although 
the result is perhaps more satisfactory from a physical point 
of view since no artificial parameters are used it has a handi
cap: The evolution operators do not constitute a group 
(whereas they do so in the first two methods); hence the spec
tral criterium for the existence of an entropy production 
mentioned above cannot be applied. 

I. USING THE EXTENDED PHASE SPACE 

Let T*(M)CR 2 be a cotangent bundle and let 
H: T *(M) X R_R be a time-dependent Hamilton function. 
Let further T * (Me ) be the cotangent bundle of the extended 
phase space and let4

•
6

•
7 

il(q,p,E,t)=H(p,q,t)+E (=const) (1) 

be the suspension of H (p, q, t) so that the dynamical equa
tions of ( 1) are 

dp ail dE dil 
ds - aq' ds at ' 
dq ail dt ail 
-=-, (2) 
ds at ds aE 

From the last equation we obtain t = r + s. Assume now 
that x and K are constants of motion so that 

q(t)=a(t;x,K), p(t)=b(t;x,K). (3) 

Since the volume on T *(Mc) is 
dp /\ dE /\ dq /\ dt = - dp /\ dq /\ dt /\ dil, it follows4 that 

dp /\ dq /\ dt = D dx /\ dr/\ dK, 

D=~~ - ~~, (4) 
ax aK aK ax 

is an invariant measure of the flow of (1). As a first example 
we consider the damped linear oscillator with a Hamilton 
function8

•
9 

H (p, q, t) = (e - k'p2 + ektq2)12 

and solutions 

q(t) = (2K )1/2e - kl/2 sin(wt + to) 

(5) 

= (2K )1/2e - kls+ ri/2 sin(ws + x) q(s), (6a) 

p(t) = (2K) I /2ekl 
12 COS(ult + to + e) 

= (2K )1/2eklS+ r)/2 COS(ws + X + e) p(s), (6b) 
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where OJ2 = I - k 2/4> 0 and (J = arccos OJ. Thus D = OJ in 
(4). As an invariant submanifold we choose now the one 
specified by K = const so that our state space becomes 
lHI = L 2(TI X R,dx X dr)(withTldenotingtheone-dimen
sional torus and dx and dr denoting the Lebesgue measures 
on T I and R, respectively). The corresponding Liouville op
erator is then L = - i(OJa lax + alar). Since ia 1 ar has an 
absolutely continuous spectrum, we can expect a non vanish
ing microscopic entropy. Indeed, it has been shown3 that the 
shift on R determines a class of nontrivial Lyapunov opera
tors (the point is that these Lyapunov operators are not clas
sical observables meaning that they do not commute with all 
classical observables 1.2). The constan t (2K ) I /2 which specifies 
our invariant submanifold has an obvious physical meaning 
namely that of an amplitude at a fixed time and phase x (thus 
it can be related to the number of particles or quanta of an 
ensemble). K appears also with an ergodic property of H (p, 
q, t) for one shows easily 

lim [(IIT)i
T 

H dt] = i
21T 

H dx = K. (7) 
T-oo 0 0 

In Sec. III we shall show that K is, in addition, the energy of a 
harmonic oscillator which is uniquely related to the damped 
linear oscillator via a canonical map. 

As a second example, we consider now the forced har
monic oscillator with a Hamilton function6 

H(p, q, t) = (p2 + q2)/2 + e(t)q 

and solutions 

q(t) = (2K )112 sin(t + x) + q* (t), 

p(t)=(2K)I/2COS(t+x)+p*(t), p* =q*, 

(8) 

(9) 

where q* is a particular solution depending on e. It follows 
D = - I in (4). Assume first that e is (smooth) periodic, say 
mod OJ21T=!=21T. Then the (relevant) state space will be 
lHI = L 2( T I X OJ T I, dx X dr) and the evolution is given by 
corresponding shifts on T I and OJ T I. The Liouville operator 
has in this case a pure point spectrum so that we cannot 
expect entropy production but rather stability (which seems 
obvious from the assumed properties of c). Assume now that 
c is not periodic but otherwise reasonable and defined on R 
or R+ [say, e(t) = e - t). Then we get a state space 
lHI = L 2( T I X R, dx X dr) and the Liouville operator has 
due to the shift of ron R a non void absolutely continuous 
spectral part. Hence we can expect entropy production 
[which again seems obvious from the assumed properties of 
e(t )). 

It EMBEDDING INTO A CONSERVATIVE SYSTEM 

We can write the solution of the damped linear oscilla
tor in the following way: q = 0102' P = PIP2, where 
Ol(t) = e - k1/2, 02(1) = (2K )1/2 sin(OJt + x), PI(t) = ek1/2, 
P2(t) = (2K )1/2 cos(OJt + X + (J) belong to Hamilton func
tions 

liJpl , OIl = - kPI0 1/2 = const = k 12, (lOa) 

li2(P2, (2) = (P ~ + 0 ~ + kP2( 2)12 = const = K. (lOb) 

Thetransformation(01)02)~(QI = 0l>Q2 = q = F(01,Q2)) 
is canonical if the momenta are transformed according to 
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PI = PI + P02' P2 = POI = pQI' We get then 

H(PI, QI'P, q) = - kPIQ/2 + (p2Qi + q2Q 1- 2)12 

= lil(PI, (1) + li2(P2, (2) (II) 

as the Hamilton function of a conservative system in which 
the damped linear oscillator is a subsystem. Replace for the 
sake of numerical simplicity in (lOb) Oi by OJ~Oi and let 
OJ = (OJ~ - k 2/4)1/2 = k = 1. Letting now OIlt) = e - (t+x,), 
- - 1/2 . - - - -
Q2(t) = (2E2) sm(t + x2), where HI = E I, H2 = E2, 
H = E = HI + H2 , we obtain the Koopman state space 
- 2 I -
lHI = L (R X T X R+, dX I X dX2 X dx3), X3 = E2 • Thus 
our relevant state space is lHI = L 2(R X T I, dx I X dx2) with 
evolution operators which act as shifts on T I and R. Hence 
we have a non void absolutely continuous spectral part for 
the Liouville operator, so we can expect entropy production. 
Looking back to Sec. I, we see that our state space and the 
evolution operators are exactly those we obtained there, al
though the parameters rand X 2 have a different meaning. 

As to the forced harmonic oscillator, consider the Ham
ilton function 

H(PI' ql,P2' q2) = (pi + alqi)l2 + (p; + a2q~)l2 
- bIPIP2 - b2qlq2' (12) 

where ai' a2, bl' b2 are real constant. Ifwe choose these 
constants such that alb l + b2 = 0 and al(t - b i) = I, then 
we get the following equations of motion: 

iii + ql = bl(a2 - al )q2' (I3a) 

(I3b) 

That is, (I3a) is a forced harmonic oscillator and a subsystem 
of the conservative system which has a Hamilton function 
(II). The special choices for the exterior force of this subsys
tem which are provided by q2 will be sufficient for our pur
pose; they are: (i) b < 0, (ii) I =!=b > O. For (i) we may choose 

then q2(t) = e - (t + X,I, and for (ii) we can let q2(t) = sin(.jbt 
+ x 2 ). This leads via the Koopman construction with re

spectto (It) for (i) to the relevant state space lHI = L 2( T I X R, 
dX I X dx2)andfor(ii)toIHl=L 2(T I X TI,dx l X dx2),and 
the evolution operators are in both cases the respective 
shifts. For (i) this means a nonvoid and for (ii) an empty 
absolutely continuous spectral part for the corresponding 
Liouville operator. Thus we have obtained again the same 
state space and evolution operators as in Sec. I. 

Note that the matrix associated with the bilinear form 
(It) is Hermitian so that we can find PI' ql,P2' q2 such that 
H(PI, QI'P, q) = lil(PI' qIl + lilp, Q2)' 

In Appendix A we consider the field equations for a 
spatially homogeneous scalar field with nonzero rest mass in 
de Sitter space, the scalar field playing the part of a damped 
linear oscillator as a subsystem of a closed Hamiltonian sys
tem (scalar + gravitational field). 

In Appendix B we give another example of a conserva
tive Hamiltonian system not equivalent to (II), of which the 
damped linear oscillator is a subsystem; the resulting Hilbert 
state space, however, coincides with those of Secs. I and II. 

III. MAPPING ON A FREE HARMONIC OSCILLATOR 
Let (p, q) belong to the damped linear oscillator and 

consider the transformation 
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(p, q)--;.( p, q):q(t) = e - kt!2q(t), p(t) = ekt !2p(t). (14) 

This is a canonical map provided 

pdq - H dt = pdq-Ii dt, 

Ii(p, q) = (p2 + q2 + kpq)/2. 
(15) 

Evidently, (15) maps the damped linear oscillator (5) on a 
harmonic oscillator with a Hamilton function which is given 
in (15). Note that this transformation is generated by a Pois
son bracket: If 

Pt = eit{j, {j = (ik 12) [ pq, . J Poisson' 

then one easily verifies 

p(t) = Ptp(t), q(t) = Ptq(t). 

(16) 

(17) 

So ifat is the shiftp(O)--;.p(t) = \atP)(O), q(O)--..q(t) = \atq)(O), 
it follows that, with an initial condition p(O) = p(O), 
q(O) = q(O), the time evolution operators for the damped lin
ear oscillator are at = at Pt, t E IR. Since at and Pt do not 
commute (unless t = 0), the at do not form a group. How
ever, they are unitary in the state space which we can con
struct as the Koopman space 1HI for the Hamilton function 
Ii ( p, q) = (p2 + q2 + kpq)/2 = const = E. Proceeding in 
the usual fashion, weobtainlHl = L 2(T I ,dx), where x refers to 

q(t) = (2E )1/2 sin(cut + x), 
p(t) = (2E )112 cOS(CtJt + x + e), e = arccos CtJ. (18) 

To show that the at are unitary, it suffices to prove that {j as 
given by (16) is s. a. in 1HI. Now, a short calculation yields 

( - i{jf)(x) = [CtJ - A (x)]f'(x), fE C 1(0, 21T), (19) 

where 

A (x) = CtJ[1 - (kI2) sin(2x + e)][1 + (kl2f sin2x]-I. 

Since A is evidently real bounded and periodic (mod21T), all lo 

maximal extensions of {j are s. a. with domain D{j 

= [fE C 1(0,21T)lf(0) = zf(21T)J, Izl = 1 (weletz = 1 so that 
D{j is a set of single-valued functions). This proves the unitar
ity oftheat in 1HI. The strong derivative of at with respect to t 
is, by the way, the time-dependent Liouville operator L asso
ciated with the Hamilton function (5). In the state space 1HI it 
is given by 

( - iLf)(x) = A (x)f'(x). (20) 

By the same arguments that were used to prove that {j is s. a., 
it can be shown that Lis s. a., having the same domain as {j. It 
is easy to show (confirming thus a general theorem proven in 
Ref. 2) that there is no Lyapunov operator M which is a 
multiplication function (that is, M is not a classical observa
ble). For assume the contrary to be true; i.e., let 
(Mf)(x) = m(x)f(x). Then it follows from the Lyapunov con
ditions (U) and (L2) above that 

- i(Lm)(x) = A (x)m'(x) = y(x);;;.O, (21) 

where m > 0 must be single-valued. Consequently, 

0= m(21T) - m(O) = f1T A (X)-ly(X) dx, (22) 

from which it follows y = 0 a.e.; hence there is no entropy 
production. 

The forced harmonic oscillator can be treated in a simi
lar way. Let its Hamilton function be given by (8), and let q 
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and p be solutions of the corresponding free harmonic oscil
lator. Consider the map 

q--..q = q + q., p--;.p =p + P., p. = q., (23) 

where q and P are the solutions given in (9). It is easy to show 
that (23) is, too, generated by a Poisson bracket, namely 
[ - p. q + q.p,. J Poisson' Proceeding similarly as above, we 
find that [for suitable functions c in (8)] the time evolution 
operators are unitary in the Koopman state space associated 
with the harmonic oscillator but do not constitute a group. 
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APPENDIX A 

As a physically relevant example in which a damped 
linear oscillator appears as a subsystem of a conservative 
Hamiltonian system, we consider a scalar field with a non
zero rest mass coupled to a gravitational field, the scalar field 
playing the part of the oscillator. Assume that we have (in a 
four-dimensional space-time manifold) a Robertson-Walk
er metric ds2 = - dt 2 + S 2 de?, S S (t ). Let ¢ be a scalar 
field depending on time only which is coupled to the gravita
tional field represented by S. The Einstein field equations are 
then II (the dot denotes differentation with respect to t ) 

(a) E = const = - S2 + (41T13)s2(¢ 2 + CtJ2¢ 2), 

(b) ~ + 3(S IS)¢ + CtJ2¢ = O. 

If we substitute dt--;.S -Idt and introduce 

ql=S2, PI=SS/4, q2=(81T13)-1/2¢, 

P2 = (81T13) 1/2S4¢, 

then Eqs. (a) and (b) are equivalent to a Hamiltonian system 
with a Hamilton function 

(*) H(PI,ql,P2,q2)= -pi +(ql-2p~ + CtJ2qiq2)/2, 

that is, q2 is a scalar field with a rest mass CtJ coupled to a 
gravitational field ql in a metric ds2 = - ql- I dt 2 + ql de?, 
where de? represents a spatial3-sphere whose curvature E is 
given by the values of the level set of H, i.e., H = const = E. 
We let it suffice to remark that from the structure of the 
Hamilton function (*) one can conjecture the associated 
Liouville operator to have absolutely continuous parts in its 
spectrum; hence one can expect microscopic entropy pro
duction and thus asymptotic stability. 

APPENDIX B 

The Hamiltonian (11) in which the damped linear oscil
lator appeared as a subsystem is not the only one which has 
this property. For example, the Hamilton function 

H(pl' ql'Pz, qz) 

= PtPz +!k (Plql - P2q2) + CtJ2qlq2' CtJ2 = I - k 2/4, 

which stems from the Morse-Feshbach Lagrangian (see Ref. 
8) and where qz is the coordinate function of the damped 
linear oscillator (5) (ql is the coordinate function of the same 
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linear oscillator but with a negative damping - k ), serves 
the same purpose. Its solutions are 

(a) qz(t) = Ce ~ kit + T)/2 sin(wt + Xz), 

pz(t) = Cek1t + r) + Z COS(wt + XI)' 

q (t) = Cek It + r)/Z sin(wt + X ) 
(b) I I' 

PI(t) = Ce ~ kit + r) COS(wt + XZ), 

(c) wC 2 
COS(X2 - XI - ()) = H = const, () = arccos w. 

In order that H>O and C be real, we let X 2 = x, and 
C = const real. It is no difficulty to see from (a) and (b) that 
one obtains then the same state space as in Secs. I and II, 
namely L 2( T' X R, dx I X dr) and the same evolution oper
ators (which are shifts on T' and R). The nonequivalence of 
the Morse-Feshbach Hamiltonian and (11) follows from the 
different spectra of the matrices corresponding to their bilin
ear forms. 

APPENDIXC 

We have considered in detail so far only two examples 
oflinear systems. Therefore, we would like to outline briefly 
a nonlinear example, namely that of a damped anharmonic 
oscillator q + kq + V 'rq) = 0, which has a (time-dependent) 
Hamilton functionH(p,q,t) = e ~ k'p2/2 + ektV(q). Ifwe let 
V(q) = aq2/2 + qn + '(n + 1), where 
a = 2k 2(n + l)(n + 3)~2, thenq(t) = e ~ btu(e ~/3t)whereuisa 
solution of (3 V' + un = ° and (3 = b (n - 1 )/2, 
b = 2k (n + 3)-1. Let, in particular, k = n = 3 so that 
(3 = b = 1 = 2a. The substitution e - t--+t, p--+p, q--+q is a ca
nonical transformation if H--+ - t 2p2/2 - t -4V(q) [where 
V(q) = q2 + q4/4]. Our solution becomes then 
q(t) = Ct cn(Ct + x), where C = real const and cn=cosinus 
amplitudinis (mod 1IY2). We can repeat now all the con
structions of Secs. I and II. As to Sec. I, this is obvious from 
the general scheme we have provided there. As to Sec. II it 
suffices to note that we have a factorization q = lili2' where 
lil and liz belong to systems with Hamilton functions 
HI = PT /2 and Hz = p~/2 + lii/4, respectively. Hence we 
can copy the above given construction. Again, we get as the 
(relevant) state space L Z(w T' X R) and evolution operators 
which are the respective shifts. The Morse-Feshbach Ha
miltonian in Appendix B can, by the way, be generalized so 
as to include the damped anharmonic oscillator, for if q2 
denotes its coordinate function, then one checks easily that 
H(P"ql,q2) = PtPz + aplq, - (3 PZq2 + qIF(qz) yields forqz 
the following equation of motion: 

qz + (a + (3 )qz + a(3q2 + F(qz) = 0, 

that is, 

V'(qz) = a (3qz + F(qz)· 

APPENDIX D 

Although we are not concerned here with quantization 
problems, we would like to point out a somewhat strange 
result concerning these problems. Let us both in the (proper
ly symmetrized) quantum mechanical Hamiltonian corre
sponding to (11) (case A) and the Morse-Feshbach type (case 
B) for the damped linear oscillator assume, as usual, 
i[ Pj , Qd = Ojk 1 and [P;, Pd = [Qj' Qd = 0, and let Qj 
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=dQ/dt (strongly). Omitting all finesse concerning do
mains of operators, it follows then that 

If we use the construction of Sec. III, that is, if we let 
P (t) = exp(ito iF (t), Q (t) = exp(ito fQ (t), where 0 = !i
kad (F Q + Q P) [cf. (16)] and the couple (P, Q ) belongs to the 
harmonic oscillator in (15), then it follows that i[ P, Q] = i[P, 
Q] = 1 and i[Q (t), Q (t)] = e ~ kt 1. The last equation falls 
with respect to the commutator of Q2(t ) and Q2(t ) at least 
qualitatively in line with case A, although both results con
tradict arguments raised in Ref. 12. By the way, the example 
considered in Appendix A (a scalar field qz coupled to a 
gravitational field with a metric ds2 = ql~ I dt 2 + qT dcr) 
would (properly quantized) lead to i[QI,QI]/2 = - 1, 

i[Q2,QZ] = Q I~ 2, and i[QI,Qz] = 4PzQ I~ 3 so that, in parti
cular, the second commutator equation agrees due to the 
expected asymptotic properties of QI (expanding universe) 
qualitatively with the corresponding one in case (A). 

APPENDIX E 

So far we have considered the example of the damped 
linear oscillator, q + kq + q = 0, either as derived from a 
time-dependent Hamiltonian or as part of a larger conserva
tive system. However, this equation can also be derived from 
a time-independent (one-dimensional) Hamiltonian (cf. Ref. 
13): 

H = - kpq/2 -In[cos(wpq)] + In q, W
Z = 1 - k 2/4. 

To see what the state space corresponding to H = const 
looks like let q(t) = Ce ~ kit + r)/Z cos[w(t + r)] be the general 
solution with constants of motion r E R, C E R+. Then a 
short calculation yields H = In C. The volume element in 
phase space is 

dp 1\ dq = dH 1\ dq/[ - (kq/2) 

+ wq tan(wpq)] = dH 1\ dq/q. 

Hence the invariant measure on the submanifold specified 
by H = In C = const is dq/q = - UJ dr, where dr is the 
Lebesque measure on R. Thus our state space is H = L Z(R) 
and the Liouville operator is L = - ia / ar. Consequently, L 
has an absolutely continuous spectrum, so we can expect 
asymptotic Lyapunov stability in H. Comparing this with 
the above result, where the state space was 
lHI=LZ(TI X R)c:~::Lz(TI) ® L 2(R),weseethatHis 
actually the restriction oflHl to that factor (subsystem), name
ly L z(R), on which dynamics (i.e., the shift t--+t + r) provides 
us already with the premises which guarantee asymptotic 
stability. The reason why Hand 1HI do not coincide is due to 
our choice of the corresponding constants of motion: For 1HI 
wehadletq(t) = (2K )I/Ze ~ ktl2.COS[w(t + r)],wr = to + 1'12 
(cf. Sec. I), where the invariant submanifold 2 was specified 
by K = con st. In the here considered example we had let 
q(t) = Ce ~ kit + r)/2 COS[w(t + r)] and 2 specified by 
H = In C = const, thus d (In C) = dK + K dr. 
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The dynamics of autonomous nonconservative systems is studied in terms of La~rangian. . 
submanifolds of a special symplectic manifold. Both the Hamiltonian and LagrangIan descnptton 
are taken into consideration and the transition between the two descriptions is established by 
means of the generating function of a symplectic relation. 

PACS numbers: 03.20. + i, 02.40.Sf, 02.30.Jr 

1. INTRODUCTION 

In several papers, 1 Tulczyjew has developed a new sym
plectic formulation of particle dynamics which also has an 
interesting extension to field dynamics. 2 His approach, 
which differs from the standard symplectic treatments of 
mechanics,3 applies to nonrelativistic as well as relativistic 
systems and allows a more uniform treatment of Hamilton
ian and Lagrangian dynamics. Considering, for instance, the 
case of a conservative nonrelativistic particle system, we can 
sketch the main idea as follows. Let M be a C 00 -differentia
ble manifold with cotangent bundle T*M and tangent bun
dle TM (the phase space and state space of the system). The 
canonical symplectic form on T * M induces a symplectic 
form on TT * M which corresponds to two different special 
symplectic structures,1 associated with the fibrations 
TT*M-T*Mand TT*M-TM, respectively. It then turns 
out that the tangent vectors to the phase space trajectories of 
the system constitute a Lagrangian submanifold of TT * M 
(this is sometimes called the "reci proci ty property of particle 
dynamics" 1). According to whether one regards this Lagran
gian submanifold as being (locally) generated with respect to 
the first special symplectic structure by a function H defined 
on T*M, or with respect to the second one by a function L 
defined on TM, one recovers the Hamilton or Lagrange 
equations of motion, respectively. The transition between 
the two descriptions is effectuated by a Legendre transfor
mation which can be characterized by means of the generat
ing function of a symplectic relation, namely, the graph of 
the identity transformation of TT*M (see, e.g., Ref. 4). 

The purpose of the present paper is to construct a simi
lar symplectic scheme for autonomous systems which can be 
described by equations of the form 

1/ = JH, Pi = - JH + Qi' (1) 
JPi Jq' 

for some smooth functions Hand Qi on T * M. In particular, 
this includes the phase space description of classical me
chanical systems with forces not derivable from a potential5 

(friction forces, gyroscopic forces, ... ). We will therefore refer 
to systems of type (1) as nonconservative systems. 

Since our analysis will primarily be based on Refs. I and 
4, we first recall in the next section some definitions and 
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properties from these papers. Starting from a geometric 
characterization of a nonconservative system, it will be seen 
in Sec. 3 that the dynamics of such a system defines a La
grangian submanifold of TT * M with respect to a particular 
symplectic form. In Sec. 4 we then show that this symplectic 
form corresponds to two special symplectic structures in 
such a way that the description of a Lagrangian sub manifold 
of TT * M in terms of one of these structures produces the 
phase space equations (1) of a non conservative system, 
whereas the description in terms of the other structure yields 
a second-order system 

:t ( ~~ ) - ~~ = Qi (2) 

for some smooth functions Land Qi on TM. The latter equa
tions agree with the general form of the equations of motion 
in state space of a non conservative mechanical system. 5 The 
transition between the two descriptions by means of a Le
gendre transformation will be briefly discussed in Sec. 5. 
Finally, in Sec. 6 we conclude with some general remarks 
and indicate, as an illustration, how any dynamical system 
on T * M can be lifted to a Hamiltonian system on TT * M 
within the present symplectic framework. 

For definitions and properties from symplectic geome
try we refer, e.g., to Abraham and Marsden,3 and Wein
stein. 6 The notations we adopt are mainly those of Ref. 3. 
For any manifold P, the natural projections from the cotan
gent bundle and the tangent bundle onto P will be denoted by 
'fTp : T*P_P and Tp: TP_P, respectively. The canonical 1-
form on T * P will be denoted by B p and the corresponding 
symplectic form by O}p (i.e., Bp = p;dqi and O}p = dBp). All 
mappings, vector fields, and differential forms are assumed 
to be of class Coo. 

2. PRELIMINARIES 

For a detailed description of the concepts and for a 
proof of the properties mentioned in this section, we refer to 
the papers of Refs. I and 4. 

Definition 2.1: A special symplectic manifold is a collec
tion (P, Q, 'fT, B, X) where P, Q are differentiable manifolds, 'fT: 

P-Q a differential fibration, B a I-form on P, and X: P-T *Q 
a diffeomorphism such that 'fT Q Ox = 'fT and X *BQ = B. 

In particular, it follows from this definition that (P,dB ) 
is a symplectic manifold: the underlying symplectic manifold 
of the special symplectic structure (P, Q, 'fT, B, X). 

Property 2.1: If (P, Q, 'fT, B, X) is a special symplectic 
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manifold, K a submanifold of Q, andJ a smooth function on 
K, then? 

N = ! pEP:1T(p)EK, (u,8(p) = (T1T(U),dJ(1T(p))) 

for all uETpP with Trr(u)ETrrjPI K I 
is a Lagrangian submanifold of (P, dO). (See, e.g., Ref. 4 or 
also, for a more general discussion, Ref. 8.) N is called the 
Lagrangian submanifold generated by f 

Property 2.2: If (Pi' Qi' 1Ti, 0i' Xi) for i = I, 2 are two 
special symplectic manifolds, then (P2XPI, Q2 X QI' 1T2 X 1T1, 

02eOI' X21) is a special symplectic manifold, with 
02eOI = prT02 - Pr'fOI; pri: P2 X P1--+Pi the natural projec
tions; X2I: P2 X P1-T *(Q2 X QI), (P2' pd--+U'2( P2)' 
- xdpd)· 

Let P be a differentiable manifold and denote the grad
ed algebras of differential forms on P and on TPby n (P) and 
n (TP), respectively. One can then introduce two particular 
derivation operators I rand D r from n (P ) into n (TP ) as fol
lows. 1.4 

LetJ be a smooth function and a a I-form, both defined 
on P. Put I rJ = 0 and define Ira as a function on TP by 
I ra(x) = (x,a(7p(x))) for each xETP. Since derivations are 
completely determined by their action on functions and 1-
forms, it follows that I r can be extended to a derivation of 
degree - I fromn (P)inton (TP).AderivationofdegreeOis 
obtained by putting Dr = I rd + dI T' 

If P = T * M for some differentiable manifold M, denote 
the natural bundle coordinates on P and TP ( = TT * M ) by 
(qi,Pi) and (q',Poij',Pi)' respectively. We then have 

I TUJ M = Pidqi - ij'dpi' 

DT8M = Pidqi + Pidij'. 

It can be verified that the 2-form dI TUJM ( = dDTOM) is a 
symplectic form on TT * M. 

(3) 

(4) 

As is well known, on the second tangent bundle TTP 
there exists a canonical involution s p which, in terms of nat
ural bundle coordinates (qi, ii, ui, Vi) is given by9 

Sp(qi,ij',U\Vi) = (qi,u\i/,vl (5) 

The following properties of sp are immediately verified: 

sposp = ITTP' 7TpOSP = T7p, T7pOSp = 7TP • (6) 

We finally mention a property which, when properly 
extended, leads to an equivalent characterization ofthe deri
vation operator DT (cf. the second paper of Ref. I). Let 
aEflI(p) andYETTPbe given. Suppose ¢: R--+TPis an inte
gral curve (or representative) of s p(,v), i.e., ¢I (0) = 7 TP (s p(y)) 
and T¢I(O,I) =sp(y). Then 

~fl~)=~(~a)~ m 
dt 

where (¢I,a)(t )=(¢I (t ),a(Tp(¢I (t )))). 

3. NONCONSERVATIVE SYSTEMS AND LAGRANGIAN 
SUBMANIFOLDS 

Let M be a Coo-differentiable manifold (dimension n) 
andJi a non closed horizontal I-form on T*M, i.e., dJi=l0 
and in local canonical coordinates 

Ji = Qidq' (8) 
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for some smooth functions Qi = Qi(q,P). 
Given any function HEC =( T * M), we adopt the follow

ing definition: 
Definition 3.1: The nonconservative system associated 

with the pair (P,H) is the unique vector field LlE2"( T * M) for 
which 

itJUJM = - dH + Ji. (9) 

Expressing (9) in terms of local coordinates, using (8) 
and the expression UJ M = dpi 1\ dqi, it is seen that the differ
ential equations associated with Ll are of the form (1). Clear
ly, any other pair (P',H') consisting ofa horizontall-formJi' 
and a smooth function H I will define the same nonconserva
tive system iff there exists a functionJEC "'(M) such that 
Ji' = Ji + d (j01T M) and H I = H + J01T M' This freedom in the 
characterization of a nonconservative system in terms of a 
pair (p, H) will have no influence on the subsequent analysis. 
It will therefore always be tacitly assumed that a fixed choice 
for Ji has been made. The function H will then be called the 
Hamiltonian of the nonconservative system. Before proceed
ing, a few remarks are in order here. 

It is clear from the previous considerations that we re
strict ourselves to systems having a globally defined Hamil
tonian. Alternatively, we could have defined a nonconserva
tive system as any vector field Ll for which 

LtJUJM = dJi (10) 

for some horizontal I-formJi (where L tJ denotes the Lie deri
vative with respect toLl ). Obviously, (9) implies (10) whereas, 
in general, the converse only holds locally. The requirement 
of Ji being nonclosed is added to exclude the possibility that 
Ll trivially becomes a (local) Hamiltonian vector field. 

Finally, the reason for takingJi to be horizontal is main
ly based on the following two arguments. First of all, as men
tioned above, this condition naturally leads to the phase 
space form of the equations of motion of a nonconservative 
mechanical system. The functions Qi in (8) can then be inter
preted as the phase space components of the (generalized) 
forces which are not derivable from a potential. Secondly, as 
will be seen in the next section, horizontality of Ji is an im
portant assumption with a view on the transition to the state 
space (or Lagrangian) description of nonconservative sys
tems. Nevertheless, as far as the phase space portrait is con
cerned, much of the sequel holds equally well when starting 
from a general I-form Ji on T * M. In particular, this would 
give rise to a more symmetric form of the equations of mo
tion, with an additional term appearing on the right-hand 
side of the (i-equations in (I). The passage from (9), withJi 
horizontal, to this more general situation can be established 
by means of an arbitrary symplectic transformation. 10 

We now turn to the characterizaiton of a nonconserva
tive system, associated with a given Ji, in terms of a Lagran
gian sub manifold of TT * M with respect to a particular sym
plectic structure. By means of Ji and the canonical 
symplectic form UJ M' we define the following I-form on 
TT*M: 

(11) 

In terms of the natural coordinates (qi, Pi' i/,Pi) on TT*M 
and using (3), the local expression for 00 becomes 
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00 = (P, - Q,)dq' - q'dp,. (12) 

In the first paper of Ref. 1 it has been shown that I TW M 

= {3 *OPM' where{3: TT*M---+T*T*Misthebundleisomor
phism defined by 

{3(x) = ixWM(TpM(X)) (13) 

for every xETT*M. Hence, 00 can also be written as 

00 ={3*OpM - T'}'Mf.l. (14) 

One immediately verifies that the 2-form Wo = dOo is a 
symplectic form on TT * M. Regarding a vector field A on 
T * M as a smooth section of TT * M, i.e., A: T * M---+ TT * M 
and TpMoA = IpM' we get the following result [which is 
intuitively trivial on the local expression (12)]. 

Proposition 3.1: A vector field AE&"'(T*M) defines a 
nonconservative system, associated with f.l, iff 

A *00 = -dH 

for some function HEC 00 (T * M). 
Proof Using (14) we find 

A *00 = (f3oA )*01"M - (TpMoLl )*f.l 

= (f30Ll )*01"M - f.l. 

(15) 

Taking account of the properti I (fJ0A )*OPM = {3°A 
and the definition (13) of {3, this can be rewritten as 

(16) 

from which the result follows in view of Definition 3.1. • 
Denoting the image set of Ll in TT * M by 1m Ll, the 

previous proposition immediately yields the following corol
lary. 

Corollary 3.2: If Ll is a nonconservative system, defined 
by (9) for some smooth function H, then 1m Ll is a Lagran
gian submanifold of(TT*M, wo). 

Proof 1m Ll is a submanifold of TT * M with dim(lm Ll ) 
= ! dim(TT * M) and, moreover, from (15) we getLl *wo = 0, 

i.e.,woI1m .1 =0. • 
The converse of this corollary holds if, instead of(9), we 

consider the relation (10). More precisely we have: 
Proposition 3.3: Given LlE&"'(T*M), then 1m Ll is a La

grangian submanifold of (TT * M, wo) if and only if L Il W M 

= df.l [i.e., if and only if(9) holds locally]. 
Proof The proof follows immediately from the observa-

tion that (16) implies A *wo = LIl WM - df.l. • 
In the next section, it will be shown that (TT*M, wo) is 

the underlying symplectic manifold of two special symplec
tic structures, associated with the fibrations T PM: 
TT*M---+T*M and T1TM: TT*M---+TM, respectively. This 
will enable us to recover both the phase space and the state 
space description of a nonconservative system from the iden
tification of a suitable Lagrangian submanifold of (TT * M, 

wo)' 

4. SPECIAL SYMPLECTIC STRUCTURES 

We first introduce the following mapping: 

X:TT*M---+T*T*M 

x---+X(x) = ixwM(TpM(x)) - f.l(TpM(X)). 

Since W M is nondegenerate, X is clearly a bundle isomor-
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phism and so, in particular, a diffeomorphism. In local co
ordinates, using the expression (8) for f.l, we have 

x(q',p"q',P,) = (q',p"p, - Q" - q,). 

Comparing the definition of X with (13), it is seen that 
X = {3 - f.l0TPM" Consequently, it follows that 

X*OPM = {3 *OPM - T'}'M(;1*OPM)' 

(17) 

Using the fact thae I f.l*OPM = f.l, and taking into account 
(14), we get 

X*01"M = 00 , 

Moreover, the definition of X immediately implies that 
1TPM oX = TpM [which can also be seen from (17)]. We may 
therefore conclude that the collection (TT*M, T*M, TpM , 
00' X) satisfies all the requirements of Definition 2.1 and, 
hence, we have: 

Proposition 4.1: (TT*M, T*M, TT'M, 00 , X) is a special 
symplectic manifold with underlying symplectic manifold 
(TT*M, wo)' • 

Given HEC oc (T * M), the Lagrangian submanifold of 
(TT * M, wo) generated with respect to the special symplectic 
structure (TT*M, T*M, TpM , 00 , X) by - H, is locally de
scribed by 

( 18) 

[See Property 2.1 and the expression (12) for 00'] 
From (18) one derives the phase space equations of mo

tion (1) of a nonconservati ve system. 
We now proceed towards the construction of a second 

special symplectic manifold corresponding to the same un
derlying symplectic manifold (TT*M, wo). The whole argu
ment is inspired by and is an immediate extension ofTulczy
jew's symplectic approach of Lagrangian dynamics. I 

For xETT*M andYETTM, with 

TTMlY) = T1TM(X), (19) 

let y: 'R.---+ TM and K: 'R.-.. T * Mbe integral curves of s M( y} and 
x, respectively, with s M the involution operator on TTM (see 
Sec. 2), and where 

TM 0y = 1TM OK. (20) 

In particular, one may then consider the function 
< y,K) (t ) - < y( t ),K( t ) . We now construct a mapping If/: 
TT * M -.. T * TM by the following prescription: 

(y,If/(x) = ~ (y,K)(O) - (Z,f.l(TT'M(X))) (21) 
dt 

for allYETTM satisfying (19) and where ZE TT * Mis such that 

Tr'M(Z) = TT'M(X) and T1TM(Z) = y(0). (22) 

In order to see that (21) makes senSe and, as such, de
fines If/(x) unambiguously, we first notice that the first term 
on the right-hand side is independent of the chosen represen
tatives (i.e., integral curves) yandK ofsM(y) andx, for which 
(20) holds. Secondly, we must prove that the right-hand side 
of(21) is also independent of the choice made for z, provided 
(22) is satisfied. For that purpose it suffices to show that 
(Z,f.l(TpM(X))) = 0 whenever T1TM (Z) = O. For brevity, put 
TpM(X) = a. ChoosezETa(T*M) with T1TM (Z) = O. Since 
f.l is horizontal, one can always find a suitable I-form von M 
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such that ,u(a) = (~v)(a), at the given point a. Hence, 

(z,,u(a) = (z,(~v)(a) 

= (T1TM(Z),v(1TM(a))) = 0, 

which gives the desired result. 
Expressing (21) in local coordinates, using (S) and tak

ing account of(19), (20), and (22), one can verify that 1[1 is 
locally given by 

l[I(qi,p;.i/,Pi) = (qi,i/,Pi - Qi'P;). (23) 

Next, we introduce the following I-form on TT*M: 

00 = DTOM - rfOM,u. (24) 

From the definition of the derivation operator DT and (11), 
this can be rewritten as 

(25) 

We now have the following result. 
Proposition 4.2: (TT*M, TM, T1TM, 00,1[1) is a special 

symplectic manifold with underlying symplectic manifold 
(TT*M, £Uo)' 

Proof By means of(21) and (23) one readily verifies that 
1[1 is a bijective local diffeomorphism and, hence, a diffeo
morphism. From the construction of 1[1 it also follows that 

(26) 

Let wETTT*M and recall that OTM denotes the canonical 1-
form on T * TM. 

For simplicity, we omit in the subsequent computations 
the indication of the base point at which the inner products 
are taken. We then have 

(W,I[I*OTM) = (TI[I(W),OTM)' 

or, using the definition of the canonical 1-form,11 

(W,I[I*OTM) = «(T1TTM oTI[I)(w),rpTM(TI[I(w))) 

= (T(1TTM o l[I)(w), 1[1 (r TPM(W))), 

Taking account of (26) we finally obtain 

(W,I[I*OTM) = (TT1TM(w),I[I(rTPM (w))) 

for all WE TTT * M. 

(27) 

Before proceeding we first mention the following rela
tions: 

r TM OTT1TM = T1TMorTTOM' 

TT1TMoSPM = sMoTT1TM, 

(2Sa) 

(2Sb) 

(28c) 

These relations are most easily verified in local coordinates. 
For instance, denoting the natural coordinates on TTT * M 
by (q,p, g,P, u, ii, v, il) we have r TPM(q,P, g,P, u, ii, v, il) = (q, 
p, g, Pl. On the other hand, taking account of (5), we get 
(TrpMosPM)(q,P, g,P, u, ii, v, il) = TrpM(q,p, u, ii, g,P, v, 
il) = (q, p, g, P), by which (2Sc) is verified. The proof of (28a) 
and (2Sb) is completely similar. 

Given wETTT*M, put x = rTPM(w)ETT*M and 
Y = TT1TM{W)ETTM. Using (2Sa) it is seen that 

r TM (y) = (T1TMOrTPM)(w) 

and, hence, (19) is satisfied. By (2Sb) we also have 

SM(Y) = TT1TM(SPM(W)), (29) 

Now, let~: R_TT * M be an integral curve of SpM(W), 
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i.e., T;{O, 1) = SPM(W), Putting y = T1TMo~, we find 

Ty(O,l) = (TT1TM0 T;)(O,l), 

= TT1TM(SPM(W)), 

and so, by (29), 

Ty(O,I) = SM(Y)' 

This shows that y is an integral curve of S M (y). Analogously, 
putting K = r PM o~ and using (2Sc), one can verify that K is 
an integral curve of x, and, moreover, y and K satisfy (20). 
Returning to (27) and taking account of(21), we then get 

(w, I[I*OTM) = ~ (y,K)(O) - (z,,u) (30) 
dt 

for any zETT*Msatisfying (22). Since y(O) = (rTM osM)(y), 
successive application of (29), (2Sa), and (2Sc) gives 

y(O) = (T1TM ° TrpM °SPM °SPM)(W), 

Recalling that SpM is an involution operator [see the first 
relation of (6)], we find 

y(O) = (T1TMoTrpM )(w), 

from which it follows that Z = TrpM(w) satisfies (22). With 
this choice for Z and replacing y and K by T1TMO~ and 
rpMo~, respectively, (30) becomes 

d 
(W,I[I*OTM) = - (T1TMo~,rT'M°;>(O) - (TrpM(w),,u), 

dt 

= ~ (~,OM)(O) - (w,rfOM,u), 
dt 

where again use has been made of the definition of OM' 11 By 
(7) we finally obtain 

(w, I[I*OTM) = (w,DTOM) - (w,rfOM,u) 

or, with (24), 

(w, I[I*OTM) = (w,Oo)' 

Since this relation holds for all wETTT*M, it follows that 

I[I*OTM = 00 , 

Equation (25) finally shows that dOo = dOo = £uo, which 
completes the proof. • 

With (4) and (8), the local expression for 00 becomes 

00 = (Pi - Qi )dqi + Pidi/. (31) 

Now let Nbe a Lagrangian sub manifold of (TT*M, £uo) 
which, in the sense of Property 2.1, is generated by a function 
LEe 00 (TM) with respect to the special symplectic structure 
(TT*M, TM, T1TM, 00 ,1[1). Using (31), Nis then locally de
scribed by 

(Pi - Qi )dqi + Pidgi = dL, 

which is equivalent to 

aL . aL 
Pi = agi ' Pi = aqi +Qi' 

This clearly leads to the state space equations (2) of a noncon
servative system, with Qi{q, g)=Qi{q, aL lag). 

Summarizing, the dynamics of a nonconservative sys
tem defined by (9) is characterized by a Lagrangian submani
fold of(TT*M, £uo), which is generated with respect to 
(TT*M, T*M, rpM' 00 , X) by the function - H. If this La-
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grangian submanifold can moreover be generated with re
spect to (TT *M, TM, T11'M' 80' rp) by afunctionLEC OO(TM), 
we find an equivalent state space description for the given 
system. Of course, the existence of such a (globally defined) 
Lagrangian depends on certain regularity conditions. but it 
is not our intention to go further into this matter here. 

In the next section we will see how the transition 
between the two descriptions of a nonconservative system 
can be formulated in terms of a Legendre transformation. 

5. THE LEGENDRE TRANSFORMATION 

This section is a straightforward application of the gen
eral theory of Legendre transformations as developed by 
Tulczyjew.4 We therefore omit the details. 

For convenience. we first recall some definitions from 
Ref. 4. Suppose (P,w) is the underlying symplectic manifold 
of two special symplectic manifolds (P, QI' 11'1' 0I>XI) and (P, 
Q2' 1T2' O2, X2)' 

Definition 5.1: The transition from the description of a 
Lagrangian submanifold of (P, w) in terms of a generating 
function with respect to (P, Q" 1T" 01, xd to the description 
in terms of a generating function with respect to (P, Qz, 1Tz, 
O2, X2) is called the Legendre transformation from (P, Q" 1T1, 
O"xIl to (P, Qz, 1T2, 02,X2)' The identity transformationlp of 
P being a symplectic transformation, its graph is a Lagran
gian submanifold of (P X P, w8w), with wew = pr! w 
- pr"(w. 3.6 (For a mapping f/J: P_P, graph f/J is here defined 

as ( (f/J ( p). p ):pEP J .) According to Property 2.2. we also have 
that (P Xp. wew) is the underlying symplectic manifold of 
the special symplectic manifold (P XP, Q2XQI' 1T2X11'1' 

0280"X2d· 
Definition 5.2: The generating function E21 of graph 1 p 

with respect to (P XP, Q2X Q" 1T2X1T I , 02eOI,X21) is called 
the generating function of the Legendre transformation 
from (P, QI' 11'1' 01, xd to (P, Q2' 1T2, O2, X2)' 

We now apply this to the situation described in the pre
vious section. As we have shown. (TT * M, wo) is the underly
ing symplectic manifold of the two special symplectic mani
folds (TT*M, T*M, TpM , 0o, X) and (TT*M. TM, T1TM' eo, 
rp). Again, using Property 2.2, it follows that 
(TT*M X TT*M. TM XT*M, T1TM xTpM.eoeOo,if])isa 
special symplectic manifold with if] (x, x') = (rp (x). - xix')). 
Let E' denote the generating function of graph ITPM with 
respect to this special symplectic structure. By Definition 
5.2, E' is then the generating function of the Legendre trans
formation from (TT * M, T * M, T TOM' 00 , X) to (TT * M, TM, 
T11' M' eo, rp), i.e., from the phase space to the state space 
description of a non conservative system associated with /-l. 
The next proposition shows that E ' is independent of /-l and, 
in fact, coincides with the generating function of the inverse 
Legendre transformation of particle dynamics. 4 

Proposition 5.1: E' is defined on the Whitney sum 12 
TMXMT*M by 

E'(v,a) = (v,a). (32) 

Proof Let8: TT*M_TT*M X TT*M denotethediag
onalmapping, i.e.,8 (x) = (x,x). We then have, using(I!) and 
(24), 
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8*(80eOo) = DTOM - Tf'M/-l - I TWM + T1-'M/-l 

=dITOM • 

The remainder of the proof is now completely similar to the 
proof of Proposition 6.1 in Ref. 4. • 

Let H be a smooth function on T * M and let N be the 
Lagrangian submanifold of(TT*M, we)' which is generated 
with respect to (TT*M, T*M, TpM , 00 , X) by - H. 

Under suitable assumptions4 it-can be shown that a gen
erating function of Nwith respect to (TT*M, TM, T11'M' eo, 
rp) will be given by 

L (v) = Stat1a) [E'(v,a) - H(a)], (33) 

where. following the notation of Ref. 4, Stat1a) indicates that 
for each v the function E '(v,·) - H (.) is evaluated at a critical 
point a. It is clear that, in general, the function L will only be 
defined on a submanifold of TM. 

In local coordinates, with v = (q,q) and a = (q,p), we 
recover from (33) and (32) the well-known relationship 
between the Hamiltonian and the Lagrangian, namely, 

L (q.q) = q'pj(q,q) - H(q,p(q,q)), 

where the functions P, (q,q) are obtained by solving the rela
tions 

. JH 
q'=-(q,p) 

JPj 

with respect to the momenta. 
Similarly, it can be shown that the Legendre transfor

mation from (TT*M, TM, T1TM, eo, rp) to (TT*M, T*M, 
T PM' 00, X) is generated by the function E which is defined 
on the Whitney sum T * M X M TM by 

E(a,v) = - (v.a), 

and the transition from a given Lagrangian L to a corre
sponding Hamiltonian H then reads 

H(a) = - Stat1v) [E(a,v) + L (v)]. 

6. CONCLUSIONS 

Inspired by Tulczyjew's symplectic treatment of parti
cle dynamics, we have constructed a symplectic framework 
for the description of nonconservative dynamical systems 
defined by (9). Some additional remarks are in order. 

First, it should be emphasized that the symplectic 
structure we have introduced on TT * M depends on the giv
en horizontall-form/-l (or, more precisely, on d/-l). Hence, to 
the extent that /-l can be interpreted in practical applications 
as the representative of forces which are not derivable from a 
potential, the symplectic form Wo will also depend on these 
forces. 

Secondly, although we have always confined ourselves 
to systems having a globally defined Hamiltonian, it is clear 
that the above treatment immediately extends to systems 
whose dynamics can be characterized by a Lagrangian sub
manifold of (TT * M, we)' which is generated by a function 
defined on a sub manifold of T * M. 

It is a well-known property that by doubling the degrees 
offreedom any dynamical system can be cast into Hamilton
ian form. We finally want to illustrate that an analogous 
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property can be formulated within the present framework. 
More precisely, we will show how the special symplectic 
structure (TT * M, T * M, T T" M' 00 , X) can be used to lift any 
vector field on T * M, and thus also, in particular, the vector 
field.1 defined by (9), to a global Hamiltonian vector field on 
TT*M. 

Recall that any diffeomorphism ifJ: P---+Q between two 
differentiable manifolds, lifts to a symplectic diffeomor
phism T*ifJ: T*Q---+T*P for which 

(T*ifJ )*Op = OQ (34) 

(see, e.g., Ref. 3, p. 180). Moreover, if ifJj: Pj---+Pj -t I (i = 1, 2) 
are diffeomorphisms, then 

(35) 

By means of the mapping X, associated with the special sym
plectic structure (TT * M, T * M, T T"M' 00 , X) one can now lift 
any diffeomorphism ifJ: T * M---+ T * M to a diffeomorphism~: 
TT*M-.TT*M, which is defined by 

~ = X-IO(T*ifJ )-l oX· 

One immediately verifies that 

TpMo~ = ifJOTpM . (36) 

Since X*OT"M = 00 and taking account of(34), it follows that 

~ *00 = 00 , (37) 

and thus, in particular, ~ *cuo = CUo' 
Consequently, ~ is a symplectic diffeomorphism of 

(TT*M, cuo). For any two diffeomorphism ifJl' ifJ2: 
T*M-.T*M, one finds with (35), 

(ifJ2 0 ifJ/ = ~20~1' (38) 

LetXE.P"(T*M) be an arbitrary vector field with (local) 
flow3 consisting of the one-parameter group (ifJs: sEll, where 
I~lR is some open interval. Then, using (38), it can be seen 
that ! ~s: sEll is a (local) one-parameter group of diffeomor
phisms on TT * M and let X denote the vector field which 
generates it. In v~w of(36), it readily follows that TTT'M oX 
= XOT T ' M (i.e., X and X are TT",w-related). Moreover, since 

each ~s s~tisfies (37), we also derive that LxOo = 0 or, equiv-
alently, 

ixcuo = - d (%,00 >, 
Hence, each vector fieldXE.P"(T*M) lifts to a Hamiltonian 
vector field X on TT * M with Hamiltonian F x = (X,Oo>' In 
local coordinates, representing X by 
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a a 
X=t'(q,p)-a j +1]j(q,p)-a 

q 'Pj 
and using the expression (12) for 00 , we get 

Fx = (pj - Q;)t' - (/1];. 

As a last property, we mention that for any two vector fields 
X and Yon T*M, one has [X,Y( = [X,Y]. 
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A method for solving forced integrable systems is presented. The method requires the knowledge 
of at least one piece of information about the solution. Once this is known, one may then construct 
the remainder of the solution. In this sense these systems are "almost integrable." The forced 
semi-infinite Toda lattice is used as an example and to illustrate the method. 

PACS numbers: 03.40.Kf 

I. INTRODUCTION 

Although the inverse scattering transform J (1ST) is well 
established as a method for solving free integrable systems, 
little work has been done on forced integrable systems. By 
"free" we mean those systems without some type offorcing 
term. Typical examples of free integrable systems would be 
the sine-Gordon equation2 

rplt - rpxx + sin rp = 0, (1 ) 

where the boundary conditions are rp (x---+ ± 00 ,t) = 21Tn, or 
the nonlinear Schrodinger equation 

itf, = tfxx ± 2{tf*tf)tf, (2) 

with the boundary conditions of r/!{x---+ ± 00 ,t ) = a, where a 
is an arbitrary complex constant. 3

,4 On the other hand, a 
"forced" system would have some forcing terms which de
termine much of the motion. As an example of a forced inte
grable system, the driven sine-Gordon chain is where Eq. (I) 
is valid for x > 0, while the value of rp (O,t ) is externally con
trolled. If one drove this system such that rp (O,t ) = 2m, then 
for everyone unit of time a new kink would have been inject
ed into this sine-Gordon chain. Other examples are easily 
imagined. 

One will note that the above-mentioned "free integra
ble" systems are all completely solved by the 1ST. And this 
method of solution is well known. But in general the "forced 
integrable" systems are not solvable, except in special cases 
wherein one may utilize some symmetry.5 Otherwise most of 
what we know of such forced systems has been obtained by 
numerical methods. 

If one reflects on what happens to the scattering data in 
a forced integrable system, one can appreciate some of the 
complexity of such systems. For example, in the above-men
tioned driven sine-Gordon chain, the scattering data must 
vary as some complicated function oftime, simply because in 
every new unit of time, an additional kink must appear, 
which means that a new pole in the reflection coefficient has 
to move across the real axis up into the upper half of the 
complex ;-plane (; is the eigenvalue of the scattering prob
lem). On the other hand, the time dependence for free inte
grable systems is quite simple. The bound-state eigenvalues 
are fixed in time as is also the magnitude of the reflection 
coefficient. Another feature of these forced integrable sys
tems is that the Lax pair relation6 

L, = [M,L], (3) 

which for the free system is satisfied everywhere is now satis
fied "almost everywhere" instead of "everywhere". Equa
tion (3) is violated at those points where the system is being 
forced. It is this Lax relation which guaranteed the integrabi
lity of the free system in the first place. So if for the forced 
system Eq. (3) is now satisfied only almost everywhere, could 
we then not expect such systems to be something like "al
most integrable"? Indeed, such is the case. As I shall demon
strate, given the forcing terms and only a few additional 
pieces of information about the system, the system then be
comes completely integrable. This additional information is 
not independent of the forcing terms and is quite dependent 
on them. So there is a consistency problem. But once this 
additional information is obtained or known, then the re
mainder of the system does become completely integrable. 

The remainder of the paper will be devoted to using the 
forced Toda lattice as an example of an almost integrable 
system and to illustrate these above ideas. By "forced Toda 
lattice" I mean the semi-infinite Toda lattice7 

On = Pn, (4a) 
. (n;# 1), 
Pn = - exp{Qn - Qn + J) + exp{Qn_l - Qn)' (4b) 

and where Qo (and Po = 00) are externally controlled. In 
other words, Qo(t ) determines how the zeroth lattice particle 
will move and then the motion of all other particles to the 
right of this particle is determined by Eq. (4). This system 
was suggested to me by Professor Knopoff,8 who along with 
T. G. HiW had observed a fascinatingly regular envelope 
structure developing out of an apparently chaotic system. 
(See their Fig. 2.) An example of the same is shown in my Fig. 
1, but at a different time. What one should note is the regular 
envelope structure to the left, whereas as one moves to the 
right the structure becomes more and more random and 
chaotic. To say the least, this is a very curious and strange 
behavior, and one would like to be able to understand what is 
happening here. In this case, the forcing of the zeroth parti
cle is a very simple uniform forward motion Qo(t) = - 2b l t, 
where bl is some negative constant. Thus the zeroth particle 
is being rammed into the other particles, creating a shock 
wave. The strange behavior is the subsequent creation of a 
regular envelope from out of this chaotic shock wave. 
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FIG. I. Plot of bn vs t in the forced Toda lattice for b, = - 1.95 att = 64.0 
where - 2bn l-' is the velocity of the nth particle. Note the regular envelope 
structure to the right. 

The study of shock waves in one-dimensional lattices is 
not new. An earlier analysis by Holian and Straub 10 centered 
on the relaxation toward thermodynamic equilibrium in the 
wake of shocks. Included in their numerical analysis was the 
Toda lattice. These numerical results for the Toda lattice 
have recently been intensively analyzed II by using local 1ST 
techniques. (By "local" 1ST techniques it is meant that one 
takes a small section of the system and analyzes it with the 
1ST, determining what solitons are present inside this sec
tion, etc. Of course the section must be sufficiently wide so 
that an analysis does make sense.) This is in contrast to what 
I shall do here which would best be described as a "global" 
analysis. Thus my analysis is a compliment to theirs, and 
many of our results are of course the same. Mainly we differ 
in emphasis. Holian, Flaschka, and McLaughlin II sought to 
explain the molecular-dynamics experiments. I am seeking a 
more general method for determining the time evolution of 
the scattering data when an integrable system is being 
forced. Only the model and the specific results are the same. 
The techniques developed by each of us are different. 

Next I shall briefly summarize the 1ST for the semi
infinite Toda lattice in Sec. II. Then in Sec. III I shall deter
mine the time dependence of the scattering data for the 
forced Toda lattice. This will not be a solution of the initial
value problem since this solution will require a part of the 
solution before one can construct the problem. So there will 
be a consistency problem. 

Nevertheless this solution is still useful, and in Sec. IV I 
shall discuss how one may use it to predict the scattering 
data for all time. I shall then conclude with some concluding 
remarks on the consistency problem. 

II. THE 1ST FOR THE FORCED TODA LATTICE 

Following Flaschka,'2 we define an and bn by 

ani I =!exp[ -!(Qn -Qn-I)]' 
(n>I), 
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(Sa) 

(Sb) 

then from Eq. (4) it follows that 

an = an (bn - bn - I ), 

bn = 2(a~ + I - a~), 
(n>2), 

(6a) 

(6b) 

where b,(t) and Qo(t) are to be specified. Equation (6) then 
determines an and bn for n>2. 

Consider now the eigenvalue problem '2 

an+,Vn+,+anVn_,+(bn-A)Vn=O (n>I), (7) 

where A is the eigenvalue and we shall take a I = ~ (see Ref. 
13). As shown by Case l3 one may define the scattering data 
in the semi-infinite discrete case as follows. (I shall shift to 
the AKNS notation, where tPn are the right eigenstates and 
tPn are the left eigenstates.) Take 

A = !(z + liz) (8) 

and assume that an - ~ and bn each approach zero suffi
ciently rapidly that the following results hold. Then the right 
eigenstate may be defined by 

tPn (z)---+zn as n---+ + 00, (9) 
where tPnz - n is analytic inside the unit circle ofthez-plane. I 
define 

ibn (z)=tPn (liz), (10) 

which is the second independent right eigenstate of (7). 
Now define a left eigenstate by 

tPn ===(z - liz) -I [¢o(z)tPn (z) - tPO(z)¢n (z)]. (11) 

By construction, 

tPo = 0, 

tPl = 1. 

(12a) 

(12b) 

Consider using Eqs. (7) and (12) to construct the solution tPn' 
Clearly tPn will be at most a polynomial in A, of order n - 1. 
Thus it follows that tPn is analytic in A except for a finite
order pole at A = 00. 

Define l3 

(13) 

where {) is the phase shift. Then the scattering data consists 
of the values of {) (z) for z on the unit circle (the continuous 
spectrum) and the poles of S (z) inside the unit circle (the 
bound-state spectrum). These poles are the zeros of tPo(z) in
side the unit circle. The bound-state part of the spectrum is 
specified by the value of z at the pole (Zj) and value of the 
normalization constantM;, which is the negative of the resi
due of z-IS (z) at the pole. The constant M j is real, whence 

M;>O. 
The inverse scattering equations are obtained by con

sidering the contour integral 

J dz. tPn(A)(z_lIz)zm-" 
j 2m tPo(z) 

(14) 

where C is an infinitestimal circular contour CCW around 
the origin. From this and upon expanding tPn as 

(15) 
J = n 

where Knn = 1, one obtains the following. 13.12 First construct 
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1 1dZ . Fj =-. - [I-S(z)]z', 
2m z 

then for m > n> 1, one has 

"" 
Knm +Fn+m + I KnJFj+m =0 

j~n+1 

(16) 

(17) 

from which one may solve for KnJ . Next construct Kn from 

"" 
(Kn)-2 = 1 +F2n + I KnjFj+n' (18) 

j~n+1 

Then an and bn may be recovered from 

an =!KnIKn_I' 

bn = ~ (Kn.n + I - Kn - I.n)· 

(I9a) 

(I9b) 

From these equations one may construct the direct and 
inverse scattering transform for the forced Toda lattice. Giv
en (an,bn) for n>2, by Eqs. (7)-(13) one may map thesequan
tities into the scattering data. And given the scattering data, 
from Eqs. (16)-( 19) one may construct the inverse scattering 
transform which allows one to reconstruct the potentials 
(an,bn) for n>2. Clearly we may do either of these at any 
time. Now the question is, if(an,bn) for n>2 evolves accord
ing to Eq. (6), how will the scattering data evolve? This we 
shall answer next. 

III. THE TIME DEPENDENCE OF THE SCATTERING 
DATA 

In the absence of forcing and when one has an infinite 
lattice, Flaschka 12 found that the time evolution ofthe eigen
states of Eq. (7) was given by 

(20) 

where C is an arbitrary constant. In the infinite case, the 
integrability condition for (7) and (20) is the infinite Toda 
lattice [Eq. (6) valid for all n]. But in the semi-infinite case, 
although we expect Eq. (20) to be valid for large n, one must 
carefully account for the equations near n = ° since Eq. (6) is 
only valid for n>2. Equation (6) just cannot be true for n = 1 
since a l and b l are constrained. Carefully accounting for 
these equations near n = ° shows that for the forced Toda 
lattice, the equivalent form of (20) is 

Vn = an + I Vn + I - an Vn _ I + CVn (n>2), (2Ia) 

VI = (C + ..1.- bl)V1 - Vo, (2Ib) 

(2Ic) 

We comment thatEq. (2Ib) is simply Eq. (2Ia) for n = 1 
combined with Eq. (7) for n = 1. Equation (2Ic) follows upon 
differentiating Eq. (7) with respect to time. One may easily 
verify that the integrability conditions for Eqs. (7) and (21) 
are now Eqs. (6). 

However, one may not uniquely determine the time 
evolution of the scattering data from Eq. (21). Note the term 
a~ present in Eq. (2Ic). From Eq. (5) we have 

ai = i exp(Q\ - Qo), (22a) 

(22b) 

Although we do know b l because Qo(t) is to be specified, we 
do not know what a~ will be because QI(t) is an unknown. 
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For the present, let us assume that we do know what a~ 
is, and continue. To determine the time dependence of the 
scattering data, S (z), per Eq. (13) we require the time depen
dence of tPo(z). From Eqs. (9) and (21) for n large, I determine 
that for the eigenstate tP n (z), the constant Cis 

C = -! (z - liz). (23) 

Define the function X (z,t ) by 

tPl = xe+ Ct; 

then by (21 b), 

tPo = eCt [(A - btlX - X] 
and (21a) gives 

X + {l2(Z,t )X = 0, 

where 

{l2 = 4a~ - bl - (b l - A f 

(24a) 

(24b) 

(25) 

(26) 

Given {J2(Z,t ) and the initial values of X (z,O) and X (z,O), 
one may construct the solution for X (z,t ), and thereby the 
solution for tPo(z,t). From Eq. (13) one may now construct the 
scattering function S (z,t ). However, the value of 4a~ (t ) is re
quired before any of this may be performed. If 4a~ (t ) was 
known then the remainder of the solution would follow. In 
this sense, these forced integrable systems are "almost inte
grable." Some piece of the solution must be provided before 
the remainder of the solution will follow. 

However, if one knows something nontrivial about the 
properties of 4a~ (t), then something nontrivial can be said 
about the scattering data, and thereby something nontrivial 
about the remainder ofthe solution. It is in this manner that 
I shall seek to glean information about this forced system. 

IV. THE MOLECULAR-DYNAMICS CASE 

Let us now specialize to the molecular dynamics case 
where one takes 

if t<O, 
(27) 

if t>O, 

with bl as a constant, - 2b l being the velocity of the zeroth 
particle. For this case the behavior of 4a~ is quite simple I I 
and has two characteristic forms. These are shown in Fig. 2 
and Fig. 3. In Fig. 2, I show the characteristic form of 4a~ for 
small velocities; in this example b l = -!. The main features 
to note are the initial rise, followed by a decaying ringing, 
which soon decays to a constant value of approximately 
2.25. The value of b l = - I is a critical value, II and for 
magnitudes of b l larger than this critical value the character
istic form of 4ai changes, as one can see in Fig. 3. Here where 
b l = - 2.0, we see that the ringing does not decay. Instead 
4ai seems to asymptotically approach an oscillation with an 
amplitude about 1.0 and with an average value of about 9.0. 

In either case, the dominant feature of 4ai is that it 
shifts from 1.0 at t = ° up to some larger asymptotic value, 
2.25 for b l = - 0.5 and 9.0 for b l = - 2.0. So as a first 
approximation one could replace 4a~ in Eq. (26) by its 
asymptotic average value and then proceed to solve for X 
from Eq. (25). Of course this will not generate the exact solu
tion for the scattering data. But one could expect that it 
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2.5 

2.8 

b1 = -0.5 

1.8 

0.5 

18 28 38 

t-
48 58 60 

FIG. 2. A plot of 4ai vs t when b, = - 0.5 showing the rapid decay of the 
initial ringing. 

would contain the main features of the solution. This is in
deed so. We have already determined that this procedure 
works quite well for predicting the soliton birth rate .• 4 

As a final point, I wish to point out that there may be a 
solution to the consistency problem such that given b l (t ), one 
may be able to directly determine 4a~ . Let me illustrate this 
in the molecular-dynamics case, Eq. (27). First, I determine 
the initial conditions on X and X. At t = 0, we have 

(28a) 

(28b) 

while b l is some nonzero value. Then solving (7) for tPn gives 

tPn = zn (n;;d), (29a) 

tPo = 1 - 2b.z. (29b) 

So by Eq. (24) we have 

2.5-r-----r-----+-----+-----+----~----~ 

e 10 20 30 40 50 60 

t---
FIG. 3. A plot of 4a~ vs t when b, = - 2.0 showing the asymptotic oscilla
tions. 
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x(t=O) =z, 

X(t = 0) =! (Z2 - 1) +zb l . 

(30a) 

(30b) 

Since b l is a constant, then Eq. (25) may easily be turned into 
the integral equation 

2(A - b.)X(t) 
=Z2 exp[(A - bl)t 1 + (1 - 2b lz)exp[ - (A - bJ!t 1 

+ 2 f dt 'X(t ')4a~ (t ')sinh [(A - bJ!(t' - t )], (31) 

where 4a~ only appears in the kernel. 
Now consider the analytical properties of this solution 

as \z\---+O. In general we would expect essential singularities 
at z = 0 due to the presence of terms like e ± At. But now 
consider (24a). We have 

(lIz)tP. = (lIz)XeCt, (32) 

where (1/Z)tPl is known to be analytic inside the unit circle. 13 
For arbitrary values of 4a~ in (31), such will not be so on the 
right-hand side. One may easily verify this by using a Taylor 
series expansion about t = O. One would also note that (32) 
would have the correct analytical properties only if 4ai satis
fies the equations of motion, Eqs. (6), for the proper value of 
b l . (I have only checked this out to second order, but from its 
form, it seems reasonable that it will be true to all orders.) 

This leads us to conjecture that by demanding z- IXeCt 
to be analytic inside the unit circle, the correct solution for 
4a~ (t ) may be determined and obtained without having to 
solve the equations of motion. Given b I (t ), Eqs. (25) and (26) 
show that 4ai (t) is a potential for X, while X satisfies a Schro
dinger-like equation on the semi-infinite interval t;>O. Clear
ly, 4a~ could be mapped into the scattering data for the prob
lem given by Eq. (25). But whether or not the required 
analytical properties of X in Eq. (32) are sufficient to obtain 
this scattering data remains to be seen. 
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The soliton birth rate in the forced Toda lattice 
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The soliton birth rate in the semi-infinite Toda lattice is studied. The lattice is forced by driving 
the zeroth particle with a constant velocity into the remainder of the lattice. An approximate 
solution for the soliton birth rate is derived and it is shown to compare quite favorably with the 
actual birth rate. 

PACS numbers: 03.40.Kf 

In a recent paper I one of the authors (DJK) discussed 
and demonstrated how one could solve "almost integrable" 
systems, one example of which is the forced Toda lattice. 
This is the semi-infinite Toda lattice2 where the equation of 
motion is 

Qn =exp(Qn -Qn~I)-exp(Qn+1 -Qn) (1) 

for n> 1. The position of the zeroth particle Qo(t) is assumed 
to be driven by some external agent. And the motion of this 
particle then drives all other particles through Eq. (1). A 
simple example is a case from molecular dynamics3 where 
one starts with a static lattice; then at t = 0 one forces the 
zeroth particle to ram into the remainder of the lattice by 
imposing upon it a uniform forward velocity. Thus Qo = vot, 
where Vo is a constant. 

As this zeroth particle rams into the remainder of the 
lattice, a shock wave is created, the front part of which con
sists of a collection of solitons, all with approximately the 
same velocity. Parts of this shock wave have been analyzed3 

using "local 1ST" techniques to verify that solitons are pres
ent with approximately the same velocities. 

With the recently developed method for handling al
most integrable systems, I it now becomes possible to accura
tely predict what the soliton structure and spectrum of this 
shock wave is. The purpose of this paper is to predict this 
spectrum and to compare the predicted soliton spectrum 
with the actual observed spectrum. As we shall see, the 
agreement between the predictions and the numerical results 
is quite good indeed. 

Next we shall summarize those equations and results 
from Ref. 1 which are applicable to the motion of the soliton 
spectrum. The solution of these equations requires one to 
know beforehand what will be the separation between the 
first two particles as a function of time. We approximate this 
in a reasonable manner and obtain thereby an approximate 
solution for the motion of the bound-state (soliton) spec
trum. We next numerically compute the lattice motion from 
Eq. (1), determine what the actual spectrum is at various 
times, and then compare results. 

According to Kaup,l the inverse scattering transform 
(1ST) for the forced Toda lattice requires the solution of the 
eigenvalue problem 

an + I tPn + I + an tPn ~ I + (bn - A) tPn = 0, (2) 

where 

A = !(z + liz), (3) 

and tPn is the eigensolution where 

(4) 

The quantities an and bn in Eq. (2) are related to Qn by 

an+1 =!exp[ - !(Qn -Qn~d], (5a) 

bn = - ~ Qn ~ I , (5b) 

and thus as n - + 00, 

an -~, (6a) 

bn _0. (6b) 

Note that bl is just the negative of one half of the velocity of 
the driven zeroth particle. Also a l cannot be defined by (5a) 
since the n = - 1 particle does not exist. Instead we may 
define it to be ~, as was shown by Case.4 The bound-state 
eigenvalues are those values of z where tPo(z) is zero.4

,5 These 
only occur when z is real and is between - 1 and + 1. 

As shown by Kaup, I if one defines the function X by 

x = tPle~Ct, 

it then follows that 

X = (A - bIlx - tPoe~Ct, 

and that X will satisfy 

X +n 2X=0, 

where 

n 2(Z,t) = 4a~ (t) - (b l - A )2 - bl 

and 

c = - ~(z - liz). 

(7) 

(8) 

(9) 

(10) 

(11) 

Thus if one possessed the function X (z,t ), from (8) one could 
construct tPo(z,t ) thereby obtaining the soliton spectrum (the 
zeros oftPo) as a function of time. However, before we may 
construct the solution for X, we must know 4a~, which by 
(5a) is 

4a~ = exp(Qo - QIl· (12) 

Although Qo is given, QI is not and requires the solution of 
the problem which we are trying to solve. For the moment 
we shall simply assume that 4a~ is known, and continue. 

Assuming 4a~ (t ) to be known, then we may solve Eq. (9) 
as follows. Take a solution of (9) to be of the form 
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x=Ae±it/>; 

then Eq. (9) gives 

A = const/( ¢ )1/2, 

¢ 2 = n 2 + J.l2 + "-' 
where 

J.l=AIA. 

(13) 

(14) 

(15) 

(16) 

The initial values for X and X follow from the initial 
val ues for an and b n as follows. Consider the moment just 
after t = 0 where b l has reached its nonzero uniform value. 
Here 

an =~ (n>I), 

bn = 0 (n>2). 

(17a) 

(17b) 

We may now solve (2) for the initial value of tP n' We find 

tPn(t=O)=zn (n>I), (18a) 

tPo(t = 0) = 1 - 2b l z, (18b) 

which by (7) and (8) give the initial values 

X(t = 0) =z, (I9a) 

(I9b) 

Matching the two possible solutions in (13) to these initial 
conditions, we determine the correct solution of X to be 

X = ~ [z cos,p + Xo --:- J.loZ sin,p ], (20) 
Ao ,po 

where the subscripts "0" refer to initial values and we have 
taken 

(21) 

So far no approximations have been made. From (8), the 
zeros of tPo will be where 

tan,p = ¢o(A - b l - J.l) + ¢ (liz - A - b l + .J.lo) (22) 
(A - bl - J.l)(lIz - A - bl + J.lo) -,po,p 

Define 

.::10 = arctan[ ¢o/(lIz - A - b l + J.lo)] 

with which Eq. (22) can be reduced to 

,p = .::10 + arctan[ ¢ I(A - b l - J.l)]' 

(23) 

(24) 

Now, let us approximate in the spirit of the WKB meth
od to determine¢ and¢o. From (1), (5), (10), (14), and (16) one 
has that the initial value of J.l is 

J.lo = bl/2¢~· (25) 

Provided ¢o was not close to zero, the solution of (15) would 
be ¢ = ± n. However, if n 2 would be close to zero we 
would have to account for the termsJ.l2 + fJ,. We do this by 
evaluating them for ¢o small. Otherwise they would have no 
significant effect and could be ignored. For small ¢o, we have 

. 2' 4 
J.lo=b I I ,p 0 = 4J.l~ (26) 

so we approximate Eq. (15) initially by 

¢~ = I-(A-blf+ib~/¢6, (27) 

which is a cubic equation for ¢ 6. It has only one positive real 
root when A and b l are real. 

For the later times, we shall simply ignore the effects of 
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FIG.!. A plot of 4a; vs t when b l = - 0.5 showing the rapid decay of the 

initial ringing. 

J.l andfJ,. Thus we take them to be zero in (15) and (24). It only 
remains to specify the values of 4a~ (t ). To see how best to do 
this consider 4a~ vs t as shown in Fig. 1, which is when 
b l = - 0.5, and Fig. 2 which is when b l = - 2.0. What we 
observe there is that 4a~ rapidly shifts from its value of 1.0 at 
t = 0 to a larger average value. Clearly the most dominant 
feature is this definite shift in the average value. So we shall 
approximate the value of 4a~ required in the calculation of ¢, 
Eq. (15), by its average value. Thus 

¢2""(4a~) -(bl-Af. (28) 

From Figs. 1 and 2, we have 

bl = - 0.5, (4aD=2.25, 

bl = - 2.0, (4a~ )=9.0, 

(29a) 

(29b) 

12.5-,-----,----.,.-----.---,----,--------, 

5.8-l/---+--+----+---+---i-------j 

2.5-+---t---+--+---+---+------j 

10 28 30 40 

t---
50 e0 

FIG. 2. A plot of 4a~ vs t when b l = - 2.0 showing the asymptotic oscilla
tions. 
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FIG. 3. The soliton birth rate when b, = - 0.5 as predicted by Eq. (31) 
(solid line) and as actually is (dashed line). 

which are the only values that we shall consider here. 
Now 

¢= ~t, (30) 

and Eq. (24) gives 

t = ( ~ )-I[.jO + arctan( ~ /(,.1, - bl))]' (31) 

This equation gives all possible times associated with a given 
possible value for a bound-state eigenvalue. 

A plot of these t values vs z is shown by the solid lines in 
Fig. 3 for b l = - 0.5 and in Fig. 4 for b l = - 2.0. In Fig. 3, 
these curves are easily interpreted as being the motion of the 
eigenvalues of individual solitons. The first soliton is created 
att-0.1 withaneigenvalueofjustabovez = - 1. (A soliton 
with z = - 1 would have a zero velocity, zero amplitude, 
and an infinite width. When z is just greater than - I, then 
these values become finite and nonzero.) This eigenvalue 
moves rapidly toward the limiting value of - 0.29 at which 
all bound-state eigenvalues eventually tend to collect, as seen 
in Fig. 3. The motion in Fig. 4 is quite similar, except that the 
solitons are created at a faster rate, and the first soliton al
ready exists at t = O. The limiting value is now - 0.10, 
which means faster and narrower solitons as one would ex
pect. 

To see how good these predictions are, let us compare 
this with the actual soliton spectrum. To determine this, we 
shall numerically integrate Eq. (1) up to some time t. At this 
time, we shall calculate the an's and the bn 's as given by Eq. 
(5), then solve Eq. (2) numerically for tPo(z), plotting tPo(z) vs z 
from z = - 1 to z = + 1. One may then easily pick out the 
zeros of tPo(z) which are the bound-state eigenvalues. 

The result of this are the dashed lines in Figs. 3 and 4. 
As seen in Fig. 3, the agreement is quite good, the only differ
ence being slight phase shift in the initial birth times. Other
wise the eigenvalue motion is quite accurately predicted by 
Eq. (24). Figure 4 does not show as good an agreement, al-
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FIG. 4. The soliton birth rate when b, = - 2.0 as predicted by Eq. (31) 
(solid line) and as actually is (dashed line). 

though the general shape and motion still quite accurately 
reflect the actual curves. This discrepancy may arise in part 
from ignoring the oscillations in 4a~ (see Fig. 2) which do not 
seem to be decaying away. They do rapidly decay away in 
Fig. I, and for that value of b l , the results shown in Fig. 3 
gave excellent results. 

In conclusion we have demonstrated that one can solve 
for the soliton spectrum, and its subsequent motion, when an 
integrable system is driven by forcing terms. The method 
does require having some particular information about the 
solution, so it is not a method for solving the initial-value 
problem. However, the information required for finding the 
soliton spectrum need not be detailed, and we found average 
values to be adequate to reproduce at least the gross features 
of the curves. 
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Derivation and application of extended parabolic wave theories. I. The 
factorized Helmholtz equation 
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The reduced scalar Helmholtz equation for a transversely inhomogeneous half-space 
supplemented with an outgoing radiation condition and an appropriate boundary condition on 
the initial-value plane defines a direct acoustic propagation model. This elliptic formulation 
admits a factorization and is subsequently equivalent to a first-order Weyl pseudodifferential 
equation which is recognized as an extended parabolic propagation model. Perturbation 
treatments of the appropriate Weyl composition equation result in a systematic development of 
approximate wave theories which extend the narrow-angle, weak-inhomogeneity, and weak
gradient ordinary parabolic (Schrodinger) approximation. The analysis further provides for the 
formulation and exact solution of a multidimensional nonlinear inverse problem appropriate for 
ocean acoustic and seismic studies. The wave theories foreshadow computational algorithms, the 
inclusion of range-dependent effects, and the extension to (I) the vector formulation appropriate 
for elastic media and (2) the bilinear formulation appropriate for acoustic field coherence. 

PACS numbers: 03.40.Kf, 02.30.Jr, 92.1O.Vz, 43.25. - x 

I. INTRODUCTION 

A significant advance in wave propagation modeling in 
recent years has been the introduction and the widespread 
application of the "parabolic approximation." I Since the 
original formulation approximately 35 years ago by Fock 
and Leontovich,2,3 parabolic approximations have found ap
plication in studies of electromagnetic,4-'2 seismic, iJ-IX and 
acoustic

,
,'9-37 propagation processes. Its direct application 

as a basis of computational algorithms has been most suc
cessfully accomplished in conjunction with the split-step 
FFT algorithm of Tappert and Hardin. 3x 

Within the framework of the reduced scalar Helmholtz 
governing wave equation, the parabolic approximation can 
be termed a forward-scattering approximation. It is applica
ble to a medium characterized by slowly varying (on a wave
length scale) material inhomogeneities with respect to a dis
tinguished global principal propagation, or range, direction 
and valid for small propagation angles with respect to this 
established horizontal. Furthermore, the medium must be 
weakly inhomogeneous with slowly varying material inho
mogeneities with respect to the appropriate perpendicular, 
or cross-range, directions. The parabolic approximation is 
generally distinct from (I) geometric acoustics (optics). a 
small wavelength theory which neglects diffraction effects, 
and (2) separation of variables methods which adopt a pic
ture of horizontal stratification with the subsequent neglect 
of waveguide mode coupling. The parabolic is a full-wave 
approximation which retains both diffraction effects asso
ciated with a given geometry and coupling between wave
guide modes. 

It is expected that in some experimental situations the 
concept of a distinguished principal propagation direction 
remains valid while the weak-inhomogeneity, weak-gradi
ent, and narrow-angle limitations of the parabolic approxi-

mation will be strained and often exceeded. Thus, for exam
ple, while the parabolic approximation is ideally suited for 
describing the propagation of sound in the water column, in 
a range and depth-dependent ocean, a realistic consideration 
of the sea-bottom interaction problem raises several trou
bling points. These involve, but are not necessarily limited 
to, the sharp discontinuity in the "sound speed" at the inter
face of the water column and the sea floor and the potentially 
much larger variations in sound speed in the sea floor itself. 
An additional complication results from the fact that the sea 
floor can transmit some energy in a shear mode. Further, 
with regard to a number of seismic experiments the follow
ing two situations are significant: (I) large variations in the 
sound speed profile occurring over large distances, and (2) 
significant beam wander, violating the narrow-angle restric
tion measured relative to a global direction, while still valid 
measured relative to a local direction. 

In discussing the literature treating a failure of the para
bolic approximation it is convenient to distinguish between 
attempts to correct solutions of the parabolic equation, 
through iteration or asymptotic methods21 ,23,25,26 or envir
onmental transformation approaches,27.2x and attempts to 
extend a parabolic propagation theory itself. 1.5,6.13,18,20 A 
third approach is, of course, to return to the full elliptic for
mulation, the Helmholtz equation, for a direct numerical 
solution39 or approximate numerical techniques.40-42 The 
approach presented here is to extend the parabolic propaga
tion theory in the spirit of the works of Tappert, I Cor
ones,5,6,IS Claerbout, 13 and McDaniel. 20 

The extended theories to be developed are parabolic in 
the sense that the range coordinate can be treated in an incre
mental manner. This is the crucial characteristic of a para
bolic model that makes it so amenable to numerical imple
mentation. The nature of the "extensions" is in the manner 
in which the cross-range coordinates are treated. Unlike in 
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the ordinary parabolic wave theory, in which the cross-range 
dependence enters through a strictly local operator, the 
cross-range dependence in the extended parabolic theories 
enters, in general, through a nonlocal operator. 

While it might be natural to expect to derive extended 
theories starting from the ordinary parabolic equation, it 
seems more likely that such theories must arise from a syste
matic sequence of equations starting from the Helmholtz 
and proceeding, with the introduction of a hierarchy of ap
proximations, to the ordinary parabolic. For transversely 
inhomogeneous environments it is readily established that 
the governing Helmholtz equation can be exactly factorized 
into equations that are parabolic in the sense described (see 
Sec. II and Appendix A). Thus, there is an extended parabol
ic wave theory that is the exact equivalent to the Helmholtz 
equation wave theory, as applied to forward propagation in a 
transversely inhomogeneous half-space. Two of the princi
pal results of this paper, then, are (1) the development of a 
nonperturbative framework for the explicit construction of 
the formal square root operator that exactly factorizes the 
Helmholtz equation and (2) the subsequent systematic deri
vation of approximate extended parabolic wave theories. 
The Fourier-type analysis provides for two further develop
ments. The formulation and exact solution of an associated 
multidimensional nonlinear inverse problem follows, in a 
complementary fashion, from the direct propagation model. 
The related construction of a phase space path integral re
presentation for the propagator provides, in conjunction 
with alternative path integral constructions, both a global 
and stochastic perspective of the extended parabolic wave 
theories as well as the basis for computational algorithms. 
The path integral analysis is presented in Paper 11.43 

II. SUGGESTIVE DERIVATION 

To motivate the previous considerations more explicit
ly, consider the following formal factorization calculation. 
The Helmholtz equation for a transversely inhomogeneous 
medium can be written as 

(2.1 ) 

where ¢' (x) is the wave field, k (Xl 1 = kK (Xl) is a spatially 
varying wave number field, x is the principal propagation or 
range coordinate, and V; is the transverse Laplacian asso
ciated with the perpendicular, or cross-range, coordinates 
{Xl ). For acoustics, ¢' (x) is a pressurefield,K (Xl) = CoIC(Xl 1 
is a dimensionless sound speed profile or refractive index 
field, and k = UJlco is an appropriate average or reference 
wavenumber, UJ being the signal frequency, c(xl ) the medium 
sound speed, and Co an appropriate average or reference 
sound speed. The wave field can be expressed as the sum of a 
forward and backward propagating wave: 

<I> (x) = <I> +(x) + ¢' -(x). (2.2) 

The separate wave fields satisfy uncoupled equations, 

and 

(ilk lax¢' +(x) + [K 2(Xj) + (11k 2)V~] 1/2¢' +(x) = 0 
(2.3a) 

- (ilk lax¢' -(x) + [K 2(Xj) + (11k 2)V7 ) \12@ -(xl = O. 
(2.3b) 
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That this factorization is exact when there is no range depen
dence in the index of refraction and the boundary conditions 
follows from the physical requirement that range variations 
are necessary to couple forward and backward waves. In the 
general case of a range-dependent environment, the forward 
and backward wave propagation is coupled (see Appendix 
A). 

The parabolic approximation is readily recovered. A 
Taylor series expansion suggests the approximation 

[K 2(X]) + (11k 2)V~] \12 

:::::: i 1 + H K 2(X l ) - 1] + (1I2/{2)V~ J, (2.4) 

which upon substitution in Eq. (2.3a) gives the ordinary 
parabolic wave theory, 

i (ilk )a, + (1I2/{2)V~ + H K2(X j ) + 1] J¢' +(x) = o. 
(2.5) 

Truncation after the first-order terms requires both (1) 
[K 2(Xj) - 1] and (2) (11k 2)V~ to be in some sense small in 
addition to implicitly requiring that (3) the action (11k 2) Vi 
on [K2(Xl) - 1] not result in terms that are appropriately 
large. The first restriction is the weak-inhomogeneity limita
tion and the second, the narrow-angle limitation, while the 
third and final restriction corresponds to the weak-gradient 
limitation. 

Equation (2.3a) is the formally exact wave equation for 
propagation in a transversely inhomogeneous half-space 
supplemented with appropriate outgoing wave radiation and 
initial-value conditions. For the theory to be well defined 
and computational, an explicit representation of the square 
root operator, interpreted as an integral operator 

( 1] 1/2 
K2(Xj) + k

1 
V1 ¢' +(x,Xj) 

= f dx~ B (x] ,X~)¢' +(x,X~), (2.6) 

must be constructed. This construction must address the op
erator-ordering problem presented by the noncom muting 
operators K 2(X]) and ( 11k 2)Vi . 

The parabolic form ofEq. (2.3a) allows for the kernel 
B (x] ,x~) to be recovered from the propagator G +. This sug
gests a natural inverse algorithm which reconstructs the re
fractive index field from wave field data taken on a plane. 
Symbolically, 

G + -+B (x],x~), 

followed by 

B (x] ,x;)B (Xl ,x;) 

(2.7) 

~ [K 2(Xj) + (lI/{2)Vi] 1/2 [K2(X]) + (lI/{2)Vi] 1/2 

~K2(Xl) + (ll/{2)Vi. (2.8) 

An explicit computational statement of Eqs. (2.7) and (2.8) 
requires the Fourier construction of the square root opera
tor. 

Equations (2.3a) and (2.3b) have been written in a form 
which emphasizes their correspondence with the Schro
dinger equation of quantum mechanics, in particular, the 
analogous roles played by 11k and fI (Planck's constant di
vided by 21T). More precisely, the reformulation of the sec-
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ond-order Helmholtz equation as a coupled first-order 
Schrodinger system in terms of a splitting matrix T (x), as 
presented in Appendix A, is structurally analogous to the 
two-component representation of the Klein-Gordon equa
tion of relativistic physics.44 The diagonalization implicit in 
deriving the decoupled equations for ¢ + and ¢ - [Eqs. (A8a) 
and (A8b)] parallels that in the Klein-Gordon theory for the 
complete decoupling into positive and negative frequency 
solutions for time-independent scalar and vector potentials. 
Finally, Eq. (2.5) is recognized as a nonrelativistic Schro
dinger equation. 

III. HOMOGENEOUS HALF-SPACE 

For the special limiting case offorward wave propaga
tion in a homogeneous half-space, K 2(X 1) = K 6, the square 
root operator is readily constructed. It follows upon Fourier 
transforming the Helmholtz equation and applying the radi
ation condition that the transformed forward propagating 
wave field;P +(X,Pl) satisfies the equation 

[(ilk)Jx +(K(~ _p~)1/2];P+(X,Pl)=0, (3.1) 

where !Pi ] is the set of perpendicular coordinates conjugate 
to ! Xi]' Inverse transforming, the wave equation, Eq. (3.1), 
in n spatial dimensions takes the form 

iJA.+( ) Jd" 1 (K2 2)1/2 -=- ,<p X'Xi + Pi 0 - Pi k . 

xexp(ikpl ,xi);P +(X,Pl) = 0, (3.2) 

where 

¢ +(x,xd = J d" - IPi exp(ikpl .xi);p +(X,Pi) (3.3) 

relates ¢ + and its Fourier transform;P + and where the 
square root in Eq. (3.2) is chosen to correspond to the expon
entially decaying branch for the forward (outgoing) wave. 1 
[In Eq. (3.2) and all subsequent equations, the integrations 
are understood to be over the interval ( - 00,00 ).] The kernel 
ofEq. (2.6), subsequently, can be expressed formally as 

B (y) = ( 2: r -- J d n - IPi (K6 - p~ )il2 exp(ikpi 'Y), 

(3.4) 

where y = Xi - x~ and takes the explicit form 

B ty) = (Ko/2IYI)H\II(kKoIYI) 

in two dimensions and 

(3.5) 

B(y) = (Ko/21rIYI2) exp(ikKolylH - 1 + 1IikKolyl) 
(3.6) 

in three dimensions. H\IIIp) is the first-order Hankel func
tion of the first kind. The square root function and its subse
quent Fourier transform, the kernel, are understood in the 
context of the theory of generalized functions. 45 

The extended parabolic wave equation is local for fixed 
Fourier components in the cross-range directions. The non
locality in the physical space representation results from the 
manner of superposing the perpendicular Fourier compo
nents; there is no operator-ordering question in the homo
geneous limit. 

In anticipating the generalization to the transversely 
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inhomogeneous half-space, it is natural to ask whether al
lowing K6-K 2(Xl) in Eq. (3.2) provides the correct result. 
In general, the answer is no! This generalization does not 
allow for the action of the differential operator (11k 2)V~ on 
the refractive index field; i.e., it does not correspond to the 
proper order of applying the two noncommuting operators. 
Not surprisingly, then, it will ultimately be seen that this 
generalization is correct in the k-oo (high-frequency) limit, 
where the refractive index field appears essentially constant 
on the wavelength scale. 

IV. TRANSVERSELY INHOMOGENEOUS HALF-SPACE 

For the case of forward wave propagation in a trans
versely inhomogeneous half-space, the operator-ordering 
question presents itself. Considering the two-dimensional 
case for notational convenience, a Taylor series expansion of 
the wave operator 

(1Ik)A= [K2(Z) + (1IP)J;] 1/2 

= 1 +H[K2(z)-I] + (1IP)J;] 

- AI [K2(Z) - 1] + (1IP)J;r +... (4.1) 

illustrates the ambiguity for the terms beyond first order. 
For different orderings of the noncommuting operators in 
the higher-order terms, Eq. (4.1) represents in general differ
ent integral operators. The ordinary parabolic approxima
tion does not, in this context, directly address the ordering 
question, and, hence, the explicit definition of the wave oper
ator. It may be said to indirectly address the ordering ques
tion when considering estimates of the range of its validity. 

The square root of an operator is defined through its 
square46

; i.e., (11k )A is that operator which satisfies the oper
ator equation 

[(1Ik)A][(1Ik)AJ =K2(Z) + (1IP)J;. (4.2) 

Application ofEq. (4.2) to Eq. (4.1) yields the symmetrical 
ordering or Weyl operator producing, 

(1Ik)A = 1 + !(e +,u) - Me2 + e,u +,ue + ,u2) 

+ n,(e3 + e2,u + e,ue + ,ue2 

+ e,u2 + ,ue,u + ,ule + ,u3) - "', (4.3) 

where e = K 2(Z) - 1 is the field strength and,u = (11k 2)J;. 
While the series representation ofEq. (4.3) is unambiguously 
defined, it suffers several drawbacks. Its validity is at best 
asymptotic in some, as yet, unspecified sense. Moreover, as 
the aim is to construct extended parabolic wave theories in
volving a wide range of conditions on the refractive index 
field and the propagation angle, the use of an asymptotic 
formulation linked to a particular physical limit (narrow an
gle, weak inhomogeneity, weak gradient) is clearly too re
strictive. 

The basis for constructing a nonperturbative frame
work is provided by the analogy between the forward wave 
propagation problem and quantum mechanics as suggested 
by the form of Eq. (2.3a) and the subsequent parabolic 
(Schrodinger) approximation. In both cases the proper 
meaning of an operator which is a function of the two non
commuting operators Q = q and P = ( - ilk )Jq (1Ik+->-ll) 
must be provided. The mapping ofCohen47 or, equivalently, 
of Agarwal and Wolf, 48 provides the relevant operator repre-
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sent at ion 

H(P,Q) = J J du dv F(u,v)hH(u,v) exp[ik (vQ + uP)]. 

(4.4) 

In the quantum mechanical problem, 

hH (p,q) = J J du dv hH (u,v)exp [ik (vq + up)] (4.5) 

is the prescribed classical Hamiltonian, the physical starting 
point. F(u,v) is a transformation function which determines 
the P-Q operator orderings. The desired operator H(P,Q) in 
nonrelativistic quantum mechanics in an electromagnetic 
field follows from hH (p,q) upon the separate physical re
quirement of gauge covariance or, equivalently, Hermiticity, 
which then determines the equivalence class offunctions 
F(U,V).49.50 Moreover, the resulting class of transformation 
functions has a stochastic interpretation. 5 I A more detailed 
account of the general properties of the correspondence rela
tionship has been given by Mizrahi.49 In the wave propaga
tion problem, however, the operator (or more properly, its 
square) is given and hH (p,q) and F (u,v) have no apparent 
physical significance. Only the product 

flH(u,v) = F(u,v)hH(u,v) (4.6) 

is relevant. In this regard, the wave propagation problem is 
analogous to (1) the Schrodinger equation for particle mo
tion on a Riemannian space50 and (2) the thermodynamic 
(Fokker-Planck) equation for particle diffusion. 52 

Utilizing the Baker-Campbell-Hausdorff formula, 

exp [ik (vQ + uP)] = exp(ikvQ) exp(ikuP) exp(~ikuv), 
(4.7) 

leads to the normal-ordered form of Eq. (4.4) and, subse
quently, allows for the symbolic operator H(P,Q) to be writ
ten as an integral operator in the form 

H( ~ i aq, ,q')r(q') = J du AH(q',ulf(u), (4.8) 

where the kernel is given by 

AH(q',U) = ;1T J dp .oH( p, q' ; u )exP[ikP(q' - u)] 

(4.9) 

and .oH (p,q) is the inverse Fourier transform of flH (u,v). 
Equation (4.9), like its homogeneous medium limit counter
part, Eq. (3.4), is understood in the distribution sense.45 The 
formal wave equation (2.3a) can then be explicitly written as 

~ ax<p +(x,z) + J dz' { L J dp .oH (p, z ~ z' ) 

xexp[ikp(z - Z')]}<p +(x,z') = 0, (4,10) 

where the "symbol" .oH (p,q) associated with the square root 
operator (l/k)A = H = [K2(q) + (l/P)a~]1/2 satisfies 
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.ow (p,q) = K 2(q) _ p2 

= ( : r J J J J dt dx dy dz .oH (t + p,x + q) 

X.oH(y + p,z + q) exp[2ik (xy - tz)], 
(4.11) 
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.oH, (p,q) being the "symbol" associated with the square of 
(l/k )A, (l/P)A2 = W = [K 2(q) + (l/P)a~]. Equation (4.10) 
is a first-order Weyl pseudodifferential equation. Equation 
(4.11) is recognized as the composition equation in the Weyl 
pseudodifferential operator calculus53 and embodies the de
finition of an operator square root in terms of its square, that 
is, Eq. (4.2) in conjunction with the Cohen formalism, Eqs. 
(4.8) and (4.9). Equation (4.11) can be written in an equivalent 
operator notation as,53 

v ~q 

(4,12) 

In general, the appropriate branch of the multivalued func
tions which solve the Weyl composition equation must be 
chosen to correspond to forward (outgoing) wave propaga
tion as was done in the homogeneous medium limit. 

The construction procedure for the direct propagation 
problem can be summarized pictorially by the following cor
respondence diagram: 

H2 ¢::> .ow 

1 D 
H ¢::> .oH 

where the arrows symbolize the correspondence between the 
appropriate quantities. A single arrow (~) indicates that an 
operational or, algorithmic, definition of the transformation 
is given for the direction indicated; a double arrow (¢::» indi
cates that the transformation is defined in both directions. 
For prescribed K 2(q), Eq. (4.11) must be inverted to deter
mine .oH (p,q), which then determines the wave equation 
through Eq. (4.10). The direct propagation algorithm pro
ceeds around the correspondence diagram in a clockwise 
fashion. 

Equation (4.11) is exact and provides a nonperturbative 
basis for the construction of the square root operator and 
subsequently the exact extended parabolic wave theory. In 
the homogeneous medium limit, Eg. (4.11) readily gives 
.oH (p,q) = (K ~ - p2) I 12, which in conjunction with Eq. 
(4.10) reproduces the results in Eqs. (3.2) and (3.4). Perturba
tive treatments of Eq. (4.11) or (4.12) lead to approximate 
extended parabolic wave theories. 

In the high-frequency limit, k~ 00, taking 

.oH(p,q) = .0 ~I(p,q) + (l/k 2).0 ~I(p,q) + ... (4.13) 

in conjunction with the calculations in Appendix B results in 
the extended parabolic equation 

~ ax<p +(x,z) + J dp (K2(Z) - p2)1/2 exp(ikpz)~ +(x,p) = 0 

(4.14) 

corresponding to the "classical" limit of .oH (p,q). Equation 
(4.14), in its arbitrary-dimensional generalization, is exact 
for the homogeneous medium limit for both even and odd 
spatial dimension and thus extends the nonuniform WKB 
approximation in even dimension. The wave equation, as a 
wide-angle theory, can be said to incorporate the effects of 
diffraction that are due to an inhomogeneous source field at 
x = O. Thus, Eq. (4.14) can be distinguished from geometric 
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acoustics (as distinct from the WKB propagator and integra
tion over the source field) in that the latter is not, in general, 
exact for a homogeneous medium since it does not incorpo
rate the effects of diffraction that are due to an inhomogen
eous source field. The high-frequency approximation of Eq. 
(4.14) is, in general, distinct from the geometrical approxi
mations. Since the path integral representation of the solu
tion to Eq. (4.14) contains cntributions from "all of the 
paths,,,43 the high-frequency theory incorporates, in an ap
proximate manner, diffraction effects due to medium in
homogeneity. While medium diffraction effects could be 
further incorporated into the high-frequency wave equation 
through the extended treatment outlined in Appendix B, this 
would not correspond to a uniform asymptotic treatment. 
Rather, Eq. (4.11) must be solved in a uniform manner in the 
k---+oo limit to provide the appropriate kernel function for 
incorporating diffraction phenomena. 

In the limits corresponding to (I) narrow angle, weak 
inhomogeneity, and weak gradient, (2) narrow angle, arbi
trary inhomogeneity (field strength), and weak gradient, and 
(3) arbitrary angle, weak inhomogeneity, and weak gradient, 

flH (p,q)flH (7],Y) = fl ~J( p,q)fl ~J(7],y) 

+ ..1 [fl ~J( p,q)fl W(7],Y) 

+ fl ~J(7],y)fl ~J( p,q)] 

+ ..1 2 [ fl ~J( p,q)fl ~J{7],y) 

+ fl ~J(7],y)fl ~J( p,q)+ fl ~J( p,q)fl ~J(7],y)] 
+ .... (4.15) 

Here ..1 is a formal expansion parameter introduced into 
Eq.(4.1l) or (4.12) by setting 

(1) flH,(p,q) = I +..1 ([K2(q)_ I] _p2J, 

(2) flw(p,q)=K2(q)_..1p2, 

(3) flw(p,q)=(I _p2) +..1 [K2(q)_ IJ, 

respectively. The subsequent perturbation theory for the 
transversely inhomogeneous medium provides the appropri
ate generalizations to the homogeneous medium limit ex
pansions of flH (p,q) given, respectively, in the form 

(I) flH(p,q) = II +..1 [(K~ - I)_p2]11/2, 

(2) flH(p,q) = Ko(1 - ..1p2IK~)1/2, 

(3) flH(p,q) = (1 _p2)1/2(I +..1 (K6 - 1)/(1 _p2W12. 

The calculations are presented in Appendix C; the re
sulting wave equations are summarized here. In the limit of 
narrow angle, weak inhomogneity, and weak gradient, the 
ordinary parabolic wave equation, 

(ilk )axl/J +(x,z) + ((l/2k 2)a; + HK2(Z) + 1] ll/J +(x,z) = 0, 
(4.16) 

is recovered. This perturbative equation is formally analo
gous to the nonrelativistic limit in the Klein-Gordon theory 
resulting from the inverse mass expansion of the Hamilton
ian achieved through the application of the Foldy-Wouth
uysen approximate diagonalization.44 Equation (4.16) is 
further suggestive of weak-coupling (simple diffusion) ap
proximations to the Master equation in statistical mechan
ics. 54.55 The ordinary parabolic wave theory is a full-wave 
approximation applicable in the high-frequency regime, al
though as a narrow-angle theory it is not appropriate for 
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wide-angle source fields. 
In the limit of narrow angle, arbitrary inhomogeneity, 

and weak gradient, the extended parabolic equation is local 
in the form 

~ axl,h +(x,z) + ---lz az( _1_ Jzl/J +(x,z)) 
k 2k K(z) 

[ 
1 ([K'(ZW 

+ K(z) + 41(2 [K(z)P 

_ K"(z) )]l/J + (x,z) =0, (4.17) 
[K(zW 

reproducing the result previously derived by Tappert. J 

Equation (4.17) is suggestive of weak-coupling (generalized 
diffusion) approximations to the Master equation54

,55 and 
particle motion on curved spaces (constrained systems).56 
The wave theory is again a high-frequency theory inappro
priate for extended source fields. Equation (4.17) is of the 
general form considered by Langouche, Roekaerts, and Tir
apegui.52 

In the limit of arbitrary angle, weak inhomogeneity, 
and weak gradient, the extended parabolic equation takes 
the form 

~ axl/J+(x,z)+ fdZ' 2Iz~z/l H\\J(k Iz-z/I)c,h + (x,z/) 

+ J dz' (f dq [K2(q) - I]R (z' - q,q - zYl/J +(x,z') = 0, 

(4.18) 
where 

R(a,(3)=( L Yffdtd7] 

X exp( - iksa)exp( - ik7]f3) 
(I - t2)1/2 + (1 _ 7]2)1/2 

(4.19) 

is a generalization of a diffraction integral discussed by Wat
son. 57 The Hankel function kernel is the homogeneous medi
um result, and the square root functions are to be taken to 
correspond to the exponentially decaying branch for the for
ward (outgoing) wave consistent with the treatment of the 
homogeneous medium limit. Equation (4.18) is a non local 
extended parabolic wave equation and makes explicit Tap
pert's symbolic equation. 1 Further, Eq. (4.18) is a full-wave 
approximation, a wide-angle theory appropriate for ex
tended source fields, not inherently a high-frequency theory, 
and suggestive of strong-coupling approximations to the 
Master equation in linear-gas relaxation theory.54.55 A first
order (in the field strength) solution to Eq. (4. I 8) gives the 
Born approximation. 58 The transformed wave field satisfies 
i A A 

-:-axl/J +(x,p) + (I - p2)1/2l/J +(x,p) 
k 

(4.20) 

where E is the Fourier transform of the field strength. Equa
tion (4.20) illustrates the non locality for a fixed Fourier com
ponent introduced by the presence of medium inhomogene
ity. 

The WeyJ composition equation is amenable to uniform 
asymptotic analysis. Of particular interest is a slowly vary
ing medium with an isolated region of rapid, or even discon
tinuous, variation. Moreover, in higher spatial dimensions 
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(n > 2), the transverse coordinates can be treated unsymme
trically leading to extended parabolic wave equations of the 
form considered by Palmer. 21-23 Expressing the formal wave 
equation (2.3a) in the equivalent form 

(ilk)[ K2(Z) + (l/P)J;] 1/2JA> +(x,z) 

+ [K2(Z)+(l/P)J;]~+(x,z)=0 (4.21) 

and subsequently applying the approximate representations 
of the square root operator leads to a sequence of wide-angle 
propagation theories. In particular, the ordinary parabolic 
approximation gives 

(ilk HHK2(Z) + 1] + (l/2k 2)J; JJx~ +(x,z) 

+ [K2(Z) + (l/P)J;]~ +(x,z) = o. (4.22) 

Equation (4.22) is no longer parabolic in the usual sense, but 
bears a striking similarity to strong-coupling limit equations 
in linear-gas relaxation theory.54.55 This wide-angle wave 
equation, formally derivable from a rational operator func
tion approximation to the square root operator, is equivalent 
to an infinite-order approximation (in p2) to ilH (p,q). The 
Weyl composition equation thus provides the analytic 
framework for the rational approximation to the wave equa
tion developed by Greene. 5

'i 

The Weyl composition equation can, in fact, be inverted 
for several nontrivial K 2(q) profiles. In particular, solutions 
follow for linear, quadratic, delta function, and discontin
uity profiles which provide for an exact analysis of strong 
refractive and diffractive effects. hO 

The arbitrary-dimensional generalizations of the re
sults in this section follow immediately. 

V. INVERSE FORMULATION 

The factorization analysis presented in Sec. IV makes 
explicit the symbolic inverse formulation outlined in Sec. II. 
Mathematically, the refractive index field (or its square) is 
reconstructed from the full-space Helmholtz Green's func
tion G.60 The reflection principle (or method of images) re
lates the half-space propagator G + and the full-space 
Green's function G through 

(5.1) 

The parabolic form of the wave equation (4.10) then relates 
the kernel B (Xl' X~) to G + through 

B(Xl'X~)= -=i lim[J,G+(x,xlIO,x;)]. (5.2) 
k x.() 

Combining Eqs. (5.1) and (5.2) then reconstructs the kernel 
function from Green's function data taken on the initial
value plane in the form 

(5.3) 

The symbol ilH (p,q) (in its arbitrary-dimensional form) is 
then constructed through an inverse Fourier transform of 
the kernel function as expressed in Eq. (4.9) and subsequent
ly yields the refractive index field upon a direct application 
of the Weyl composition equation (4.11), for p = O. The in
verse algorithm proceeds around the correspondence dia
gram (pictorial summary) in a counterclockwise fashion. 
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The direct propagation algorithm requires the inversion of 
Eq. (4.11) while the inverse propagation algorithm only re
quires a direct computation of Eq. (4.11). 

For the physical experiment, a point source is intro
duced into the medium defining the initial-value (x = 0) 
plane. The second derivative with respect to the range of the 
pressure field is then determined as a function of the point 
source position. This set of measurements can, in fact, be 
accomplished on a downfield plane. 

This inverse formulation can be distinguished from 
those associated with plane wave sources and far-field data. 
The location of both the field source (finite) and the data 
measurements is within the scattering region. In this regard, 
the analysis is similar to the stratified environmental model 
of Stickler and Deift61 and thus applicable to ocean environ
ments and certain seismic (bore-hole) experiments. Most im
portantly, the method is a direct inversion of an arbitrary
dimensional propagation equation which requires less 
symmetry than those models (i.e., Stickler-Deift) reducible 
to the standard one-dimensional formulation of Deift and 
Trubowitzh2 or Gel'fand and Levitan. o3 Thus, for example, 
in a general n-dimensional Cartesian formulation, the re
fractive index field can be a function of as many as (n - 1) 
coordinates in the factorization model, while a function of 
only one coordinate in an "effective one-dimensional" mod
el. 

The factorization algorithm exactly inverts the inher
ently nonlinear relationship between the measured data and 
the refractive index field as reflected in the Lippmann
Schwinger equation for the propagator. 5H Approximate in
version algorithms follow readily from the perturbative 
treatments of the Weyl composition equation. K 2(q) is relat
ed to ilH (O,q) in a quadratic fashion and through a linear 
integral relationship, respectively, in the high-frequency 
(k--'>CfJ) and weak-inhomogeneity (Born) limits. In conjunc
tion with a weak backscatter perturbation theory suggested 
by the form of Eqs. (A 7a) and (A 7b), the factorization inver
sion algorithm could be extended to weakly range-depen
dent environments. 

VI. DISCUSSION 

The association of Eqs. (4.8 )-( 4.12) with the theory of 
pseudodifferential operators64

-
67 provides for a mathemat

ical framework for the evaluation of the approximate ex
tended parabolic wave theories. The Cohen formalism is 
readily connected to the theory of pseudodifferential opera
tors. The choice of the standard [F(u,v) = exp( - !ikuv)], an
tistandard [F(u,v) = exp(!ikuv)], and Weyl [F(u,v) = 1] or
derings in Eqs. (4.6), (4.8), and (4.9) results, respectively, in 
the standard, 

H'( ~ i Jq"q')r(q') = L f f du dp hH(p,q') 

Xexp[ikp(q' - u)V(u), (6.1) 

the antistandard, 

w( ~i Jq"q')r(q') = 2: ffdUdPhH(P,U) 

xexp[ikp(q' - u)V(u), (6.2) 
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and the Weyl, 

HW( r/ Jq, ,q'y(q') = 2: f f du dp hH (p, q'; U ) 

X exp [ikp(q' - u)V(u), (6.3) 

pseudodifferential operators. To be more mathematically 
precise, the pseudodifferential operators in Eqs. (6.1)-(6.3) 
and the corresponding operator calculi are understood for 
appropriate symbol (hH (p,q)) classes defined through esti
mates on the symbol derivatives. Roughly speaking, the 
pseudolocal character of the operators is reflected in the 
large Ipi behavior of the symbol and its derivatives; a rapid 
decay at infinity for highp derivatives is required. 

For symbols which are polynomials in 
p, HS(( - ilk )J " q') corresponds to hH (p,q') with p replaced 

- q 
by ( - ilk )Jq, put to the right of the coefficients, 
W(( - ilk)J "q') corresponds to hH (p,q') withp replaced by 

- q 

( - ilk )J q' put to the left of the coefficients, and 
HW(( - ilk )Jq, ,q') corresponds to the symmetric compro
mise which associates the term X (q')pn with the operator 

1 "(n)( - i )j (- i )" } -----;; I . -_-Jq x(q') -_-Jq , • 

2J~oJ k k 

Equations (6.1)-(6.3) then provide extensions of partial dif
ferential operators with nonconstant coefficients through 
the enlargement of the class of admissible symbols beyond 
polynomials in p. In the general case then, for example, Eq. 
(6.1) loosely corresponds to aJIowing the differential opera
tor to act first foJIowed by the operation of multiplication by 
functions of q'. The anti standard and Weyl pseudodifferen
tial operators can be viewed as rearrangements of the more 
common standard pseudodifferential operator. In the wave 
propagation problem the Weyl representation, through Eqs. 
(4.6), (4.8), and (4.9), is canonical [flH (p,q) = hH (p,q)). Stan
dard or anti standard representations of the determined for
ward wave operator (flH(p,q)) correspond to different func
tions hH (p,q) and foJIow from Eq. (4.6). 

From a strictly mathematical viewpoint, this analysis 
has been formal in nature. Equation (4.11) must be examined 
in detail with respect to classes offunctions K 2(q) to establish 
the appropriate estimates on flH (p,q) necessary for the prop
er formulation of Weyl pseudodifferential operators. 
Further, the subsequent first-order Weyl pseudodifferential 
wave equation is subject to questions concerning existence 
and uniqueness. In this regard, the relevant physics of for
ward wave propagation provides the constructive guide. 

The n-dimensional Helmholtz equation for a trans
versely inhomogeneous medium is naturally related to para
bolic propagation models through (1) the n-dimensional ex
tended parabolic (pseudodifferential) equation and (2) an 
imbedding in an (n + 1 )-dimensional parabolic (Schro
dinger) equation. The first relationship provides the basis for 
the operator analysis while the interplay between these two 
formulations suggests the development of parabolic and el
liptic-based path integral representations. The path integrals 
provide a global perspective of the transition from elliptic to 
parabolic wave theory and further allow for the natural in-
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troduction of the concept of an underlying stochastic process 
and the notion of strong- and weak-coupling regimes, in ad
dition to an interpretation in terms of free motion on curved 
spaces. Specifically, the Hamiltonian phase space path inte
gral representation of the propagator, 

jN-t N dpz 
G + (x,z I O,zsl = lim II dZj II ~ 

N_~ j= t j= t 21Tlk 

xexP{ikjtJpj(Zj - Zj_t) 

+ ~ flH(pj, Zj +;j-t ) n, (6.4) 

in conjunction with the representations associated with 
Feynman and Fradkin, Feynman and Garrod, and Feynman 
and DeWitt-Morette provide a unifying framework for dyn
amical approximations, resolution of the square root opera
tor, and the concept of an underlying stochastic process.43 

ComputationaJIy, the Hamiltonian phase space path inte
grals corresponding to approximate resolutions of the 
square root operator [flH (p,q)] should provide the basis for a 
marching algorithm in a manner analogous to that provided 
by the split-step FFT aigorithm3X for the ordinary parabolic 
approximation. 

The principal extension is the inclusion of backscatter 
effects. The exact formalism developed for the transversely 
inhomogeneous medium can provide the basis for perturba
tion treatments in two distinct ways. The formal field split
ting analysis in Appendix A [Eqs. (A 7a) and (A 7b) as men
tioned in Sec. V] suggests the inclusion of weak backscatter 
effects in an obvious manner. I The imbedding of the n-di
mensional Helmholtz equation in an (n + 1 )-dimensional 
parabolic problem, in conjunction with recent work by De
Sant024

•
25 on the imbedding of the elliptic radiation problem 

in an appropriate n-dimensional parabolic model, suggests 
the inclusion of backscatter effects through imbedding 
methods6X focusing on the spatial dimension as a variable. 
This imbedding can be viewed as a dimensional perturbation 
theory. The inclusion of backscatter effects in the direct 
propagation problem would have its natural paraJIel in the 
inverse formulation. 

There are several areas of direct application. The struc
tural similarity between the wave propagation problem and 
the two-component formulation of the Klein-Gordon equa
tion indicates the applicability of the factorization analysis 
to hyperbolic wave equations in the time domain. This is 
reinforced by Davison's69 general approach to field splitting 
and invariant imbedding for linear wave equations in con
junction with the suggestive analysis in Appendix A. 

The operator and corresponding path integral forms of 
the factorization analysis provide the framework to extend 
the narrow-angle, weak-inhomogeneity, and weak-gradient 
acoustic field coherence formulation. 70 The incorporation of 
the elliptic effects of the Helmholtz theory would subse
quently lead to the development of extended coherence the
ories of which the ordinary parabolic would be but one parti
cular limiting case. The pseudodifferential coherence 
formulation then suggests the development of an analogous 
inverse formulation. A time-domain coherence formulation 
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(broad-band signals) is also amenable to a pseudodifferential 
operator analysis which would extend the scope of a natural
ly suggested "geometric" theory. 

Wave propagation in elastic media can also be ad
dressed. The analysis in this case would involve the exten
sion of the scalar factorization methods to the appropriate 
vector formulation. The development of the appropriate 
non local wave theory would serve to both clarify and extend 
the recent work ofCorones, DeFacio, and Krueger6

•
IH based 

on field splitting techniques. The validity of the ordinary 
scalar parabolic wave theory requires that the chosen refer
ence wave number k be approximately equal to the actual 
wave number k. In the extended formulation the value cho
sen for the reference wave number is not material. A diffi
culty in constructing a parabolic stress wave theory results 
because of an ambiguity in an appropriate choice of the refer
ence wave number, since there is more than one propagation 
mode with each mode suggesting a different reference. ls

-
IH 

The calculations in this paper suggest that a systematically 
derived vector parabolic wave theory, even to lowest order, 
will be nonlocal in the manner in which the cross-range co
ordinates are incorporated. Apparently, local parabolic ap
proximations only result upon mode separation. Further, 
Eq. (4.20) can be directly derived from the Lippmann
Schwinger equation for the propagator at the level of the 
Born approximation in conjunction with Eq. (5.3). Inasmuch 
as this procedure can be interpreted to be a derivation by 
range incrementing, this suggests the use of a range incre
menting derivation of a vector parabolic wave theory. 17 It is 
not difficult to show, however, that this would not be correct 
for a wide-angle treatment due to the difficulty of mode cou
pling at the boundary of the half-space. It may prove to be 
valid for a narrow-angle treatment, but justification of this 
requires further study. Finally, inverse algorithms have al
ready been developed for problems that are reducible to one
dimensional formulations. 71. 72 
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APPENDIX A: FIELD SPLITTINGS AND THE WAVE 
EQUATION 

The reduced scalar Helmholtz equation 

[V2 + PK2(X)]~ (x) = ° (AI) 

can be written as a first order system 

1)( ~ (X)) ° ax~ (x) , 
(A2) 

where x is the distinguished or range coordinate. A formally 
arbitrary splitting matrix T (x) defines a decomposition of the 
total wave field into forward ( + ) and backward ( - ) com-
ponents, 

(~ +(X)) (~(X)) 
~ -(x) = T(x) ax~ (x) , 

(A3) 
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with the subsequent transformation of the wave equation 
(A2) into the form 

ax (: :::D = {axT(x)[T-I(x)] 

+ T(X{ _ (V~ +OpK2(X)) ~)T-I(X)} 
x(: :::D. (A4) 

For an arbitrary splitting, the forward and backward wave 
fields do not have an obvious physical interpretation in terms 
of propagation solely in the positive and negative x direc
tions, respectively. Taking the splitting matrix T(x) to be 

(
I - i/A) 

T.(x) = I i/A ' (AS) 

where 

(1Ik)A = [K2(X) + (1IP)Vn 1/2, (A6) 

gives the following set of coupled equations for the forward 
and backward wave fields: 

ax~ +(x) = (- FaxA- 1 + l)(iA)~ +(x) 

(A7a) 

and 

ax~ -(x) = yaxA -1(iA)~ +(x) 

+ ( - !iaxA -I - l)(iA)~ -(x). (A7b) 

When K 2(X) is range-independent, K 2(X) = K 2(X1), Eqs. 
(A 7a) and (A 7b) decouple and yield the exact equations for 
the forward and backward wave fields as given by Eqs. (2.3a) 
and (2.3b), 

(ilk )ax~ +(x) = ( - 11k )A~ +(x) (A8a) 

and 

(A8b) 

In this physically obvious case, the forward wave field corre
sponds to propagation in the direction of positive x while the 
backward wave field corresponds to propagation in the di
rection of negative x. If K 2(X) is a slowly varying function of 
range, then Eqs. (A8a) and (A8b) serve as extended parabolic 
approximations to the Helmholtz equation. Despite the non
local nature of the operator in the splitting matrix T1(x), this 
particular field decomposition is consistent with the princi
ple of localization of Bellman and Kalaba. 20 

By applying other splitting matrices in the range-inde
pendent case and subsequently decoupling the equations by 
effectively setting the off-diagonal terms equal to zero, local 
approximations to the exact nonlocal extended parabolic 
equation are obtained. For example, the splitting matrix 

I (I 
T2(x) ="2 I (A9) 

considered by Corones5 gives the coupled set of equations 

ax~ +(x) = (ikK(X1 ) + i V~)~ +(x) 
2kK(x1 ) 

+ (2k;(X
1

) V~)~ -(x) 
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and 

Jx ¢ -(x) = ( - i vf)¢ +(x) 
2kK(x1 ) 

+ (- ikK(x1 ) - i vi)¢ -(x). 
2kK(x1 ) 

(A lOb) 

While Eqs. (A lOa) and (A lOb) are exact, it is seen that, in this 
splitting, the forward and backward fields do not decouple in 
this range-independent case. The spurious or "kinematical" 
reflections are an artifact of the arbitrary (and thus physical
ly approximate) identification of the forward and backward 
wave fields. Equations (A8a) and (A8b) can thus be said to 
fully take into account the kinematics ofpropagation. 6 Neg
lecting the "reflection operators" decouples the equations, 
giving 

(ilk )Jx ¢ +(x) = - !K(x1 ) + [U2PK(Xl)]V~ l¢ +(x), 
(All) 

which corresponds to the approximation 

!K2(Xj) + (UP)V7l '12 ;:::!K(x j ) + [U2PK(x J )]V~ l. 
(AI2) 

While an infinite number of such "extended parabolic 
type" equations can be derived in this manner, they do not in 
general correspond to an a priori systematic perturbation 
procedure in terms of an appropriate small parameter. Also, 
the proper operator-ordering inherent in the definition of the 
square root operator is often not explicitly addressed in these 
approaches. Noting the perturbation result summarized in 
Eq. (e 17), it is seen a posteriori that Eqs. (A 11) and fA 12) 
correspond to the limit of narrow angle and arbitrary field 
strength for an approximately constant refractive index 
field. 

APPENDIX B: HIGH·FREQUENCY PERTURBATION 
THEORY 

Substituting the expansion in Eq. (4.13) into Eq. (4.12) 
results in the & ( 1) equation 

K 2(q) - p2 = lim [il ~I(p,q)il ~1(1],y)] (BI) 
1!- .p 

with the subsequent solution 

il ~I(p,q) = [K2(q) _ p2]1!2. (B2) 

The &(Uk 2) equation follows as 

il ~I(p,q)il ~I(p,q) = -l-lim(J;J~ + J;J~ - 2J"Jy JpJ ) 
16 ','p q 

y .q 

X (il ~I( p,qjf2 ~1(1J,Y)) 

and has the solution 

il ~I( p,q) = --=--!.. K 3(q)K "(q) . 
8 [K 2(q) _ p2 J5/2 

(B3) 

(B4) 

The superscript primes in Eq. (B4) denote differentiation 
with respect to the argument. Thus, to &(Uk 2), 

ilH (p,q) = [K 2(q) _ p2 J 1/2 _ -1- K 3(q)K "(q) 
8k 2 [K 2(q) _ p2 pf2 . 

(B5) 
The approximation inherent in Eq. (B5) clearly breaks down 
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in regions where the refractive index field varies rapidly on 
the wavelength scale and is not in general uniformly valid as 
follows from the form of the &(Uk 2) term. This asymptotic 
development does not include terms of exponential order. 

The operator can be expressed in terms of the Weyl 
symbol in the following symbolic manner53

: 

H(P,Q)= !exp[(U2ik)JpJ q ]ilH (p,qlllp_p (B6) 

QbeforeP 

With the result of Eq. (B5), Eq. (B6) takes the form 

H(P,Q) = (Uk )A_---+ ([ 1 + (U2ik )JpJq + &(Uk 2)] 
k ... ;:.c 

X {[K 2(q) - p2]1/2 + &(UP)}) I p_,p 
q .Q 

QheforeP 

(B7) 

which to the lowest order yields 

H(P,Q) = (Uk )A~~x [K2(q) - p2]If2jp ,p (B8) 
q ,Q 

QbeforeP 

Equation (B8) is equivalent to the standard pseudodifferen
tial operator corresponding to the symbol [K 2(q) _ p2]1f2, 
and thus the forward propagating wave equation is given by 
Eq. (4.14) in the high-frequency limit. 

The kernel associated with Eq. (4.14) is that given by 
Eq. (3.5) with the identification Ko---+K (z). This correspon
dence results since the commutator [Q,P]---+O in the k---+ 00 

limit, or, in a more physical sense, since the refractive index 
field appears constant on the wavelength scale. The high
frequency wave equation, in retainingp2 andK Z(z) - 1 terms 
to all orders, explicitly addresses the operator-ordering 
question, although in the simplifying "classical" limit. This 
approximate theory is thus applicable for arbitrary angle and 
field strength in a sufficiently high-frequency regime. In the 
same manner, for example, the Weyl and antistandard pseu
dodifferential operators approach the standard, or "Q before 
P," operator in the k---+oo limit. 

APPENDIX C: EXTENDED PARABOLIC 
PERTURBATION THEORY 

For the limiting case of narrow angle, weak inhomoge
neity, and weak gradient, Eqs. (4.12) and (4.15) to &(1) result 
in the equation 

y .q 

which has the solution 

il ~I( p,q) = 1, 

(el) 

(e2) 

consistent with the Weyl correspondencesgl(P)+-+gI(P) and 
gZ(Q)+-+g2( q). The &(.1 ) equation is given by 

[K2(q)-I]-p2=limcos[(i/2k)(J"Jq -JpJy )] 
7l~-P 

y--q 

X (il ~)( p,q) + il ~)(1],y)) (e3) 

= lim [ il ~)(p,q) + il W(1],y)] , (e4) 
7l~P 

y~-,q 
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which has the solution 

n ~I(p,q) = H [K2(q) - 1] - p2J. 

The &(Ll 2) equation is given by 

2n ~I( p,q) = - lim cos [(il2k )(a"aq - apay )] 
'1-p 
y -q 

= - lim [1 - (1I8k 2)(a"aq - apayf] 
'1 ... p 
y .q 

x n ~I( p,q)n ~1(1],y), 

which has the solution 

(C5) 

(C6) 

(C7) 

n~l(p,q) = - AI [K2(q) - I)] _p2J2 - (1I16/(2)[K 2(q)]". 
(CS) 

Thus, to &'(Ll 2), 

nH(p,q) = I + ~Ll! [K2(q) - 1]-p2 J 

- ALl~! [K2(q) - 1] - p2r + (1I7/(2)[K2(q)]"). 
(C9) 

To &(Ll ), Eq. (C9) gives the ordinary parabolic approxi
mation, Eq. (4.16). In addition to the limits of narrow angle 
and weak inhomogeneity, Eq. (C9) clearly demonstrates that 
this approximation requires that the variations in the refrac
tive index field, measured on the wavelength scale, must not 
be too large. The secular nature of the expansion is apparent, 
in particular, the non uniformity associated with the angle. 
In an appropriate high-k regime, the small p approximation 
to n H (p,q) provides the dominant contribution to the wave 
operator in the narrow-angle region. In retaining p2 and 
K 2(q) - I terms only to first order, this approximation does 
not explicitly address the ordering question in the definition 
of the square root wave operator. The expansion is inherent
ly a multiscale expansion; if the K 2(q) variations occur on the 
order of a characteristic length [, then the Ll expansion impli
citly assumes that 11k 2[2 is & (I) on the Ll scale. Further, the 
expansion corresponding to the homogeneous medium limit 
is readily apparent. 

For the limiting case of narrow angle, arbitrary in
homogeneity, and weak gradient, Eq. (4.12) to fl(l) takes the 
form 

K 2(q) = lim cos[ (il2k )(a"aq - apay)]n ~I(p,q)n ~1(1],y) 
11 .p 

and has the solution 

n ~I( p,q) = K (q), 

(ClO) 

(CII) 

consistent with the correspondenceg2(Q)~g2(q). The d(Ll ) 
equation is given by 

_p2 = lim cos [(il2k )(a'laq - apay)](n ~1(q)n~I(1],y) 
7f .p 

y----q 

+ n ~I(y)n ~I(p,q)). (C12) 

Equation (C12) can be inverted and solved for n ~I( p,q). Ex
pressing Eq. (C12) in a form analogous to Eq. (4.11) and 
applying standard Fourier integral methods leads to the re-
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sult 

n ~I( p,q) = 2: f f dt dS 

X (- (2) exp[iks(p - t )] . Cl3 
n~l(q - S /2) + n~l(q + s /2) ( ) 

Noting the result of Eq. (CII), the integral in Eq. (CI3) is 
readily evaluated to yield 

n~l(p,q)= _(~+-1-K:(q)), (CI4) 
2K (q) 8k 2 K -(q) 

thus giving to &(Ll ) the result 

( 
p2 I K "(q) ) 

nH(p,q) = K (q) - Ll --+ --==-:;- -- . 
2K (q) 8k - K 2(q) 

(CI5) 

Examination of Eq. (CIS) shows that the variations in 
the refractive index field on the wavelength scale must not be 
too large for the approximation to remain valid. Moreover, 
the approximation also breaks down when K (q) is sufficiently 
small. The nonuniformity with respect to the angle is appar
ent as well as the implicit requirement that 11k 2[2 is !J (I) on 
the Ll scale. The approximation explicitly addresses the op
erator-ordering question through the summation of 
K 2(q) - I terms of all orders. Writing K (q) 
= [I + [K 2(q) - I] J 1/2 and taking [K 2(q) - I] to be rILl ) 

reduces Eq. (CI5) to the ordinary parabolic approximation 
result. Combining Eqs. (CI5) and (4.9) then yields the kernel 

AH(q',U) 

= K ((u + q')!2)8(u _ q') + Ll ( -=- ~ K: ((u + q')!2) 
Sk - K -((u + q')!2) 

X8(u _ q') + 8"(u - q') ) 
2k 2K ((u + q')!2) , 

(CI6) 

which then gives (withLl = I) Eq. (4.17). Equation (4.17), like 
Eq. (4.16), is valid in an appropriate high-frequency regime. 
For the limiting case of a homogeneous medium, Eq. (4.17) 
reduces to 

(i/k )a,rb + (x,z) + (I!2k 2Ko)a;rb + (x,z) + KocP +(x,z) = O. 

(Cl7) 

For the limiting case of arbitrary angle, weak inhomo
geneity, and weak gradient, Eq. (4.12) to ((I) takes the form 

(1_p2) = lim cos[(i!2k)(a"aq -apa\')] 
'i .p 

~' 'q 

x n ~I( p,q)n ~1(1],y) 

and has the solution 

n ~I( p,q) = (I _ p2)1/1, 

(CIS) 

(CI9) 

consistent with the correspondence gl(P)+-+gdp)· The !J(Ll ) 
equation is given by 

[K2(q)_I] = Iimcos[(i!2k)(a"aq -apayJ] 
lJ- "'p 

Y -q 

x [ n ~I( pin ~1(1],y) + n ~1(1])n ~I( p,q)]. 

(C20) 

Equation (C20) can be inverted in the same manner as Eq. 
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(CI2) with the result 

n(1)( )=Jdt €(t)exp(ikqt) .(C21) 
H p,q n~)(p-t/2)+n~)(p+t/2) 

Combining Eqs. (CI9)and (C2 I) then gives to &(.J ) the result 

nH(p,q)=(I_pZ)IIZ+.J Jdt 

X €(t) exp(ikqt) 
[1_(p_t/2)Z]IIZ+ [1_(p+t/2)Z]1IZ 

(C22) 

The non uniformity with respect to the refractive index 
field variations associated with the approximation of Eq. 
(C22) is implicit in the integral correction term. For the 
limiting case of a homogeneous medium, €(t) 
= (K ~ - I )8(t ), and the first two terms in the appropriate 

expansion readily follow. The reduction to the ordinary 
parabolic approximation follows upon settingp =.J 1/2p and 
t =.J 1/2T in Eq. (C22) to yield 

nH(p,q) = (I - .Jp2) I I 2 +.J 3/2 f dT 

€(.J I12T) exp(ikq.J IIZT) 
XI' [I - .J (p - T /2 )2] liZ + [1 -.J (p + T /2 )2]1 2 

(C23) 

For field strength variations such that kl.J 1/2» I, the major 
contribution to the integral in Eq. (C23) comes from the 
neighborhood of T = O. Thus, 

.J .J 31Z 
n (p q) - I _ _ p2 + ------=-,-;--

H ,- 2 2(1 _ .Jp2)1/2 

X J dT €(.J 1/2T) exp(ikq.J 1/2T), (C24) 

which to first order in.J is 

(C2S) 

the ordinary parabolic result. The approximation of Eq. 
(C22) explicitly addresses the operator-ordering question 
through the summation of p2 terms to all orders. 

Combining Eqs. (C22) and (4.9) then gives the kernel 

AH(q',U) = ~JdP (I - p2)1/2 exp[ikp(q' - u)] 
21T 

+.J J dq E(q)R (u - q,q - q'), (C26) 

where R (a, /3 ) is given by Eq. (4.19), and finally (with.J = 1) 
Eq. (4.18). For the limiting case of a homogeneous medium, 
Eq. (4.18) reduces to 

~ JA) +(x,z) + Idz' ( 1 H\I)(k Iz - z'l) 
k 2Iz-z'l +: (K6 -1)H~)(klz-z'I))¢+(x,z')=O, (C27) 

where H~)(P) is the zeroth-order Hankel function of the first 
kind. Equation (4.20) results upon Fourier transformation of 
Eq. (4.18). 
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The n-dimensional reduced scalar Helmholtz equation for a transversely inhomogeneous 
medium is naturally related to parabolic propagation models through (1) the n-dimensional 
extended parabolic (Weyl pseudodifferential) equation and (2) an imbedding in an (n + 1)
dimensional parabolic (Schr6dinger) equation. The first relationship provides the basis for the 
parabolic-based Hamiltonian phase space path integral representation of the half-space 
propagator. The second relationship provides the basis for the elliptic-based path integral 
representations associated with Feynman and Fradkin, Feynman and Garrod, and Feynman and 
DeWitt-Morette. Exact and approximate path integral constructions are derived for the 
homogeneous and transversely inhomogeneous cases corresponding to both narrow- and wide
angle extended parabolic wave theories. The path integrals allow for a global perspective of the 
transition from elliptic to parabolic wave theory in addition to providing a unifying framework for 
dynamical approximations, resolution of the square root operator, and the concept of an 
underlying stochastic process. 

PACS numbers: 03.40.Kf, 02.30.Jr, 92.1D.Vz, 43.25. - x 

I. INTRODUCTION 

The reduced scalar Helmholtz equation for a trans
versely inhomogeneous half-space supplemented with an 
outgoing radiation condition and an appropriate boundary 
condition on the initial-value plane defines a direct acoustic 
propagation model. This elliptic formulation admits a fac
torization and is subsequently equivalent to a formal first
order forward-propagating wave equation, 

(ilk Wx ¢> +(x,xl ) 

+ [K2(Xl) + (1Ip)Vi]I/2¢> +(x,xl ) =0, (1.1) 

which is recognized as an extended parabolic propagation 
model with respect to a distinguished global principal propa
gation, or range, direction x. In Eq. (Ll) K (Xl) is a dimen
sionless sound speed profile or refractive index field, k is an 
appropriate average or reference wavenumber, and !x l J de
notes the perpendicular, or cross-range, coordinates. In a 
previous paper I it was established that the formal wave equa
tion, Eq. (1.1), can be explicitly written (in an obvious two
dimensional notation) as 

~ ax ¢> +(x,z) + f dz' L: f dp {}H (p,z ~ z') 

x exp[ikp(z - z')] } ¢> +(x,z') = O. (1.2) 

Here the "symbol" (}H (p,q) associated with the square root 
operator H = [K 2(q) + (11k 2) a~ ] 1/2 satisfies 

(}H' (p,q) = K 2(q) _ p2 

= (: r J J J J dt dx dy dz {}H (t + p,x + q) 

X{}H(y + p,z + q) exp[2ik (xy - tz)], (1.3) 

(}H' (p,q) being the "symbol" associated with the square ofH, 

H2 = [K 2(q) + ( 11k 2) a~ ]. Equation (1.2) is a first-order 
Weyl pseudodifferential equation; Eq. (1.3) is recognized as 
the composition equation in the Weyl pseudodifferential op
erator calculus and embodies the definition of an operator 
square root in terms of its square. Perturbation treatments of 
Eq. (1.3) result in a systematic development of approximate 
wave equation representations of the propagation theory. 

The wave equation form of the extended parabolic wave 
theory, however, does not provide the only representation. 
Path integrals can provide a qualitative as well as quantita
tive equivalent representation of the propagation theory. 
While it is perhaps somewhat ironic that the development of 
extended parabolic theories is then primarily based upon an 
apparent solution representation, it should be emphasized 
that path integration does not merely provide a solution to a 
partial differential equation. The construction of the path 
integrals provides a global perspective of the propagation/ 
scattering experiment and thus a natural means for cumula
tive error estimates. Furthermore, these representations also 
provide a stochastic perspective of the phenomenon and sub
sequently a stochastic interpretation of the transition from a 
completely deterministic elliptic to a completely determinis
tic parabolic wave theory. Asymptotic analysis of differen
tial equation formulations does not naturally lead to cumu
lative error estimates nor to the stochastic interpretation 
referred to above. 

Configuration and phase space path integral represen
tations of the half-space Helmholtz propagator follow from 
both the parabolic form ofEq. (1.2) and the elliptic form of 
the Helmholtz equation. The factorization analysis provides 
the basis for a Hamiltonian phase space representation 
which can be termed direct (see Sec. II for a precise defini
tion). This construction explicitly addresses the operator
ordering question inherent in the formal square root wave 
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operator and resolved in Eqs. (1.2) and (1.3). Exact direct 
path integral representations for the forward propagator in a 
range-independent half-space are constructed for a homo
geneous environment. For a transversely inhomogeneous 
environment, direct path integrals are constructed approxi
mating the exact propagator to within a well-defined pertur
bative resolution of the wave operator and corresponding to 
both narrow and wide-angle propagation theories. 

The elliptic-based analysis results in an indirect (see 
Sec. II) path integral representation (Feynman-Fradkin), 
which is formally exact and well defined. Thus, in principle, 
this representation contains the resolution of the operator
ordering question. However, this resolution is not transpar
ent in the indirect representation, the principal utility of 

which is the derivation of approximate solutions with inher
ently a posteriori justifications. Further, two direct path inte
grals follow from the indirect representation by a series of 
formal manipulations. As obtained, then, these direct path 
integral representations are to be accepted as either approxi
mate (Feynman-Garrod) or symbolic (Feynman-DeWitt
Morette); their construction does not explicitly settle the op
erator-ordering question. The primary significance of the 
direct path integrals heuristically constructed, then, is in 
their physical and mathematical suggestiveness. 

In conjuction, then, the path integral representations 
provide a unifying framework for dynamical approxima
tions, resolution of the square root operator, and the concept 
of an underlying stochastic process. 

II. APPLICATION OF PATH INTEGRALS TO THE HELMHOLTZ EQUATION 

The n-dimensional reduced scalar Helmholtz equation for a transversely inhomogeneous medium, 

[V2 + /(2K 2
(Xl )] t;h (x) = 0, (2.1) 

is naturally related to parabolic propagation models through (1) the n-dimensional extended parabolic (Weyl pseudodifferen
tial) equation and (2) an imbedding in an (n + I)-dimensional parabolic (Schrodinger) equation. Relationships (1) and (2) 
provide the basis for parabolic- and elliptic-based path integral constructions, respectively. 

A. Parabolic constructions 

Equation (1.1) is in the form of a Schrodinger equation with an arbitrary Hamiltonian operator. Using arguments based 
upon the Hamiltonian formulation of classical mechanics2

,3 and in a manner analogous to the Feynman construction,4--6 the 
half-space Helmholtz propagator can be symbolically represented as a path integral taken over phase space,7 

G+(x'X110,x~)= LD(Pl,Zl)exP{ik f dr[ Pl'~; -Hcl(Pl'Zl)]}' (2.2) 

In Eq. (2.2), in analogy with the quantum mechanical case, the "classical Hamiltonian" Hcd Pl'Zl) = - [K 2(Zl) _ p~] 1/2 
and C is the set of phase space paths ( Pl,Zl) such that Zl (0) = XL and Zl (x) = Xl with Pi (r), the "conjugate momentum," 
unrestricted. 

The Cohenl Agarwal-Wolf construction provides the basis for an algorithmic, or operational, representation of the 
general Schrodinger propagator, removing the inherent ambiguity in the Feynman formulation by properly accounting for 
the operator-ordering.8

-
1O The operator representation I (in a two-dimensional notation) 

H(P,O) = f f du dvF(u,v)hH(u,v) exp[ik(vO + uP)], 

where 

hH(u,v) = (2: r f f dp dq hH(p,q) exp[ - ik (vq + up)], 

(2.3) 

(2.4) 

in conjunction with the Markov property of the propagator forms the basis of the path integral construction. This has been 
considered in detail in a series of papers by Mayes and Dowker. I 1-13 For a Schrodinger propagator corresponding to a 
Hamiltonian operator given by Eq. (2.3), the result can be expressed as 

f N - I N dpz {- N [ X ]} 
G + (x,zl°,zs) = lim IT dZj IT ~xp ik L pj(Zj - Zj_ d + -H(pj,zj,zj_ d , 

N-oo j=1 j=121Tlk j=1 N 
(2.5) 

where 

H(p,q",q') = 2: f f dsdt F(q" - q',S)hH( p, q" ; q' - t) exp(ikst). (2.6) 

More specifically, the path in phase space in Eq. (2.5) is defined by the prescriptionzj = z(jIN),pj = pZ[(j - WN], placingpj 
halfway betweenzj andzj _ I' with the further constraintszo = Zs andzN = Z.IO Further, all integrations in Eqs. (2.3)-(2.6) are 
taken over the interval ( - 00,00). 
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For the wave propagation problem, 

nH (u,v) = F(u,v)hH (u,v), 
A 

(2.7) 

with!JH (p,q), the inverse Fourier transform of!JH (u,v), determined through Eq. (1.3) and the forward (outgoing) wave 
propagation condition. That the representation for G + is not unique is seen with the realization thatH (p,q" ,q') is not uniquely 
defined by !JH (p,q), but is in general a function of the chosen transformation function F (u,v). This is as it must be. Equation 
(2.5) can be viewed as the discretization of a symbolic functional integral. It is well known that different discretizations, 
corresponding to different F(u,v) functions, lead to different "Hamiltonian" operators and, thus, propagators. 10 This is 
compensated for by the discretized "effective Hamiltonian" in Eq. (2.6), which is just such as to preserve the total Hamiltonian 
and result in unique equations of motion. The functional integral is then independent of the discretization as it should be. 12

•
13 

A particular representation corresponds to the choice of the Weyl ordering, F (u,v) = 1, which subsequently identifies!JH (p,q) 
= hH(p,q) andH(p,q",q') = !JH(P,(q" + q')l2). Thus, Eq. (2.5) can be written as 

(2.8) 

Well-defined perturbative resolutions of!JH (p,q) lead to corresponding approximate path integral representations of the half
space Helmholtz propagator. Extension ofEq. (2.8) to arbitrary dimension follows readily. The path integral representation in 
Eq. (2.8) is termed "direct" in that it is expressed directly as a functional integral. 

B. Elliptic constructions 

The elliptic-based constructions proceed from the Green's function for the n-dimensional Helmholtz equation in Carte
sian coordinates for an infinite medium with arbitrary inhomogeneity satisfying 

[V2 + /(2K 2(x)]G(x,xs ) = - oln)(x - x.), (2.9) 

supplemented with an outgoing wave radiation condition. The acoustic radiation problem formulated in Eq. (2.9) can be 
readily imbedded into an initial-value problem expressed in the form of a parabolic equation in one higher dimension. This just 
expresses the well-known quantum mechanical Fourier transform relationship between the parabolic (Schrodinger) equation 
propagator and the Helmholtz (fixed energy) equation Green's function. Thus, 

G(x,xs) = ~ roo dr exp(!ih)<p (r,xIO,xs)' (2.10) 
2k Jo 

where <P (r,xIO,xs) satisfies the parabolic equation 

(i/k )aT <P(r,xIO,xs) + [(l/2/(2)V2 + ~(K2(x) - 1)]<P(r,xIO,xs) = ° (2.11) 

with the initial condition 

<P (O,x I O,xs ) = oln)(x - xs). (2.12) 

A configuration space path integral representation follows on inserting the Feynman representation for <P (r,xI0,xs)4-6 
resulting in 

(2.13) 

where P is the set of continuous paths from (xs ,0) to (x,r). A corresponding phase space representation follows from Eqs. (2.2) 
and (2.11) in the form 

G(x,xs) = ;k 100 

dr exp(~ih) L D( p(a),x(a))exP(ik f dO' { pta). d~~) - [p2~a) + v(x(a))]}). (2.14) 

In Eqs. (2.13) and (2.14) k has an infinitesimally small, positive, imaginary part, k ---+ k + iE, enforcing the outgoing wave 
radiation condition. The identification, V(x) = - UK 2(X) - 1], is further noted. The path integral representations in Eqs. 
(2.13) and (2.14) are termed Feynman-Fradkin representations. 14.15 These representations are termed "indirect" in that they 
are expressed through an integration over a path integral as opposed to "directly" as a path integral. Further, the Feynman
Fradkin representations are formally exact. 

The construction of a direct phase space path integral 
representation of G (x,xs ) proceeds from Eq. (2.14). Intro
ducing the algorithmic representation (the lattice approxi
mation) for the path integral in Eq. (2.14) corresponding to 
Eq.(2.8)with!JH(p,q) = - [~p2+ V(q)] and formally car
rying out the l' integration results in3,16 
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N 

SN = L [Pj·(Xj -Xi_I)] (2.16) 
i~ I 

and 

~ = ~ {.f. [pJ + V(Xi + Xi~ I)]}. 
N J~ I 2 2 

(2.17) 

S N corresponds to an appropriate discretized action, and ~ 
plays a role analogous to an average energy. The phase space 
path in Eq. (2.15) is the n-dimensional generalization of that 
given for Eq. (2.5). Thus, the order of accomplishing the inte
grations is prescribed and cannot be arbitrarily inter
changed. The paths are not classical paths.6.17 Schulman has 
provided a detailed discussion on the limitation attached to 
applying a literal physical path picture to formal canonical 
path integral representations.6 Equation (2.15) is the Feyn
man-Garrod representation. 

The interchange of operations and subsequent integra
tion in the derivation of Eq. (2.15) is clearly heuristic; more 
importantly, the resulting expression can only approximate 
the exact result. The formal integration of the lattice approx
imation in some sense bypasses the detailed consideration of 
the inherent operator-ordering question. Gutzwiller's for
mal derivation of the WKB propagator starting from the 
Feynman-Garrod representation 16 suggests that Eq. (2.15) 
only addresses the ordering question in some high-frequency 
limit. To signify this as yet uncharacterized approximate re
lationship, the symbol ='= is used in the appropriate equa
tions. 

Following Gutzwiller,16 the phase space integration in 
Eq. (2.15) can be decomposed into an integration over the 
variables I xi' Pi J on a hypersurface of constant "average en
ergy" [~ as given by Eq. (2.17)] followed by an integration 
over all values of the "average energy." As k ~ 00, the sta
tionary path Xs = Xo,PI'X I,,,,, PN,XN = xforSN [Eq. (2.16)] 
must be determined under the subsidiary constraint of the 
fixed "average energy" condition expressed by the denomi
nator in Eq. (2.15). In the N ~ 00, or functional, limit the 
isoperimetric problem is thus to determine paths x(a), p(a) in 
phase space for which S = s b da p(a)dx(a)/ da is stationary, 
given the end points at Xs and x, as well as the "average 
energy." The Euler equations for this problem are the usual 
Hamiltonian equations of motion. However, the usual Ha
miltonian variational principle demands the far more re
strictive condition that the trajectories always remain on the 
energy surface. Garrod has established that the usual con
stant energy Hamiltonian variational principle is unneces
sarily restrictive and can, in fact, be extended to include tra
jectories with a fixed average energy as suggested by the path 
integral representation. 3 In conjunction with the Jacobi 
form of the least action principle,18 which reformulates the 
principle in terms of the element of path length, the extended 
variational principle suggests a formal direct path integral 
representation in configuration space. 

Thus, following Feynman,4 Davies,2 and Garrod,3 the 
path integral formally results from the variational principle 
upon exponentiating the Jacobi form of the action analog 
and summing over all paths from Xs to X with a fixed "aver
age energy." Specifically, this takes the form l9 
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G(x,xs )= -=-! (D(x')exp[ikW(x')], 
2k JE 

where 

w= f Ildx'll [1- 2V(X')]1/2 
x.~ 

(2.18) 

(2.19) 

is the analog of the action associated with a "free particle" on 
a space with metric 

d/ 2 = [1-2V(x')] IIdx'I1 2 (2.20) 

and where E represents the space of paths from Xs to x such 
that 

1 1 (r [1 II dx'(t) 112 ,] 2 = -; Jo dt 2 -;j( + V(x (t)) 

with the constraints 

x'(O) = x,. 

X'(T)=X. 

(2.21) 

(2.22) 

The conditions expressed in Eqs. (2.21) and (2.22) are 
analogous to a condition of fixed average energy along the 
path in quantum mechanics. The expression in Eq. (2.18) is 
termed the Feynman-DeWitt-Morette representation; it is a 
symbolic representation. A formal analysis of Eq. (2.18) in 
the k ~ 00 limit indeed yields the correct WKB result. 
Thus, for the parabolic equation, the path space is construct
ed from paths going from Xs to x in a fixed time T, while for 
the Helmholtz equation the path space is constructed from 
paths going from Xs to x with a fixed "average energy." This 
is suggested by the construction of the Feynman-Garrod 
representation; in particular, from the form of the "energy 
denominator" in Eq. (2.15). 

The Feynman-DeWitt-Morette representation formal
ly effects the T integration over both the measure and the 
exponentiated action functional in the Feynman-Fradkin 
representation. Furthermore, the representation is explicit 
in its underlying stochastic foundations. The stochastic pro
cess with characteristics given by Eqs. (2.21) and (2.22) with T 

taken as a stochastic variable plays a role analogous to the 
one that Brownian motion plays with respect to the stochas
tic foundations of the parabolic equation. 19,20 This is true in a 
heuristic sense, however, since the process in question has 
not been studied in detail, 19 and, consequently, it remains an 
open question as to whether it can provide a rigorous math
ematical basis for the Helmholtz path integral in the manner 
that Brownian motion provides for the parabolic path inte
gral. 

For environments which are range-independent in that 
V (x) is independent of one or more of the Cartesian compo
nents of x, reduced path integral representations can be con
structed. The appropriate homogeneous medium propaga
tors factor from the Feynman path integral in the Feynman
Fradkin representations resulting in lower spatial-dimen
sional path integrals. The Feynman-DeWitt-Morette repre
sentation also symbolically reduces in a straightforward 
fashion. For the Feynman-Garrod representation a partial 
integration over the phase space effects the reduction. This is 
a heuristic operation since in a strict mathematical sense the 
p-space and x-space integrations cannot be performed inde-
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pendently of one another--even in the V(x) = ° case. 7
•
8

•
19 1t 

is, in fact, equivalent to formally integrating the Feynman
Fradkin representation at the level of the lattice approxima
tion, taking explicit account ofthe reduced form ofthe Feyn
man path integral. Thus, the resulting propagators are ap
proximate in the sense previously discussed. 

For the two-dimensional case, n = 2, for an x- or range
independent potential, V (x,z) = V (z), the partial integrations 
over thex andpx variables in Eq. (2.15) proceed in a straight
forward manner (the details are given in the Appendix), lead
ing to a reduced representation for the Green's function in 
the form 

. f N
-

I 
N dp': 

G(x,zlx"zs)== 2];2k- lim II dZj II 2 /i
k
-

N~oo j~1 j~1 1T 
exp!ik [SN +21/2(!_ ~)1/2Ix-x,IJl 

X (1_~)1/2 . 
2 (2.23) 

Here SN and ~ are the appropriate one-dimensional (in Z 

and pZ) action and average energy analogs of Eqs. (2.16) and 
(2.17) with the corresponding path boundary conditions giv
enbyzo=zs andzN =Z. 

For the three-dimensional case, n = 3, two cases are of 
immediate interest. For an x-independent potential, 
V(x, y,z) = V(y,z), corresponding to a distinguished direc
tion taken along the x axis, the resulting reduced representa
tion is of the same form as Eq. (2.23). Specifically, the Liou
ville measure, action, and average energy analogs take on 
their corresponding two-dimensional forms in the variables 
z,y,pZ, andp>'o For a potential that is also independent of one 
cross-range coordinate, V(x,y,z) = V(z), a further reduction 
is possible following the same procedure as outlined in the 
Appendix. The result of this further reduction is written as 

G (x, y,zlxs' ys,zs) 

i f N
-

I 
N dp': -== - lim II dZj II ~ exp(ikS N) 

4 N-.oo j~1 j~1 21T/k 
XH~)(21/2k (! - ~)1/2R2)' (2.24) 

where again S N and ~ take on their one-dimensional forms, 
Zo = Zs andzN =Z, and R2 = [(x -xs)2 + (y - yj] 1/2 is 

I 

III. HOMOGENEOUS HALF·SPACE 

the appropriate range coordinate. Taking the source loca
tion along thez axis and writing r = (x2 + y2)1/2 in Eq. (2.24), 
the representation then corresponds to the case of cylindrical 
symmetry with a range (r)-independent potential, 

. fN-I N dpz -
G(r,zl0,zs) == -.!...- lim II dZj II ~exp(ikSN) 

4 N~oo j~1 j~1 21T/k 
XH~)(21/2k (! - ~)1/2r). (2.25) 

Equation (2.25) can also be derived starting from DeSanto's 
integral representation, 2 

I which for the range-independent 
environment reduces to the Feynman-Fradkin representa
tion upon the introduction of a Feynman path integral repre
sentation for the parabolic equation solution. 

The reflection principle, or method of images, relates 
the half-space Helmholtz propagator G + and the full-space 
Helmholtz Green's function G for the symmetric extension 
through 

(2.26) 

Equation (2.26) in conjunction with the representations of 
Feynman and Fradkin [Eqs. (2.13) and (2.14)], Feynman and 
Garrod [Eq. (2.15)], and Feynman and DeWitt-Morette [Eq. 
(2.18)] for the symmetrized environment results in path inte
gral representations for the arbitrary half-space problem. 
For a transversely inhomogeneous half-space, the reduced 
representations allow for the appropriate constructions. For 
example, in the two-dimensional case, the Feynman-Garrod 
representation follows immediately from Eqs. (2.23) and 
(2.26) as 

f 
N-I N dp: 

G +(x,zIO,zs) == }im II dZj II ~ 
JI.~oc j~1 j~1 21T/k 
Xexppk [SN + 21/2(! - ~)1/2X] J. 

(2.27) 

The representation expressed in Eq. (2.27) can also be de
rived starting from DeSanto's integral relationship for the 
waveguide problem. 21 A representation analogous to Eq. 
(2.27) corresponds to the propagator for the half-space 
boundary-value problem in its three-dimensional formula
tion. 

For the homogeneous half-space, K 2(X1 ) = K 6, the Hamiltonian phase space representation of the propagator follows 
from Eq. (2.8) on noting the exact resule flH(p,q) = (K6 - p2)1I2. The propagator takes the form 

f 
N-- I N dpz (- N { X }) 

G +(x,zl0,zs) = lim II dZj II ~ exp ik I pj(Zj - Zj_ I) + - [(1 - 2 Va) _ (pj)2] 1/2 , 
N~oo j~1 j~1 21T/k j~1 N 

(3.1) 

where Va = -! (K 6 - 1) as before. The Feynman-Garrod representation follows from Eq. (2.27) in the form 

f 
N - I N dp: {- N } (_ { 1 N } 1/2) 

G +(x,zIO,zs) = lim II dZj II ~ exp ik I [pj(Zj - Zj_ I)] exp ikx 1 - - I [(pj)2 + 2Va] . 
N~oo j~1 j~1 21T/k j~1 Nj~1 

(3.2) 

The equivalence of the two path integral representations can be directly demonstrated by integrating over the [Zj l coordinates 
in Eqs. (3.1) and (3.2) in the manner of the Appendix. The resulting expressions are written as 
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Ie f f N

-

I 

-G +(x,zl0,zs) = lim - dpz" IT dpj exp[ik(pz" Z - p~ zs)] 
N~ 00 21T j= I 

xexp{ik.!- f [(l-2Vo)-(pjnl/2}«5(p~ - p~)«5(p~ - p~) ••. 
N j=1 

x«5( Pz,,-I - pz,,) (3.3) 

(3.4) 

which are clearly equivalent. It is thus seen that, despite its heuristic derivation, Eq. (3.2) is operationally correct for the 
homogeneous medium case. This is not surprising due to the absence of the operator-ordering question. 

Formally defining a weighted averaging over the appropriate function space by 

(J(p(a)))= L D(p(a),z(a))exP{ik fda [p(a) d;~)]} J(p(a)), (3.5) 

supplemented with the normalization condition 

0) = «5 (z(l) - z(O)) = «5 (z - zs)' (3.6) 

the path integral equivalence can then be expressed as 

(exp{ikx [-H(p(a))]J) = (exp(ikx{ [-H(p(a))FjI/2)). (3.7) 

The "effective Hamiltonian" inEq. (3.7) is given by H(p(a)) = - {K~ - [p(alfjI/2 and f(a) denotes the average off(a) on 
the interval [0,1]. Thus, the equivalence is in equating the functional averages of the average "effective Hamiltonian" and the 
root mean square "effective Hamiltonian." 

Completing the integrations in Eqs. (3.3) and (3.4) leads to the result 

G + (x,zl°,zs) = (ikKoX/2R2) H\I)(kKoR2)' (3.8) 

where R2 = [x2 + (z - ZS )2P/2 and H\I)(1J) is the appropriate Hankel function. The three-dimensional case follows in an 
analogous fashion, leading to the final result 

G +(x,y,zIO,ys,zs) = (ikKoX/21TR ~)exp(ikKoR3)( - 1 + lIikKoR3)' (3.9) 

where R3 = [x2 + (y - Ysf + (z - zsfP/2. 

Configuration space path integral representations follow readily from both the parabolic- and elliptic-based phase space 
constructions. Performing the {pj) integrations in Eq. (3.1) with Vo = ° taken and noting the result in Eq. (3.8) leads to 

G+(x,zl0,zs)= lim fNifdZj IT {( ik 21/2) [H\I)(k«5{I+ [(Zj_zj_I)/«5]2jI/2)]), (3.10) 
N ~ 00 j = I j = I 2 {1 + [(Zj - Zj _ dl «5] j 

where «5 = xl N. The corresponding three-dimensional result follows in an analogous fashion. Equation (3.10) is just an explicit 
statement of the composition law associated with the parabolic equation, 

G +(x,zl0,zs) = )~oo f X( dZj iii G + (<<5,zj l0,zj_ I)' (3.11) 

and is termed a path sum. 22 

For the elliptic-based construction it is useful to start from Eq. (2.15) written in the form 

exp{i ~ [p .. (x -X_I)]} 

f 
N-I N dp. .~ J J J 

Gn(x,xs ) = Gn(x - xs) = - lim IT dXj IT ~ )= I N 
N~ 00 j= I j= I(21T) j(2 _ (liN) L (pj)2 

(3.12) 

j=1 

where the subscript n has been affixed to emphasize the spatial dimensionality and Vo = 0. The p-space integral in Eq. (3.12) is 
recognized as the inverse Fourier representation of the Helmholtz Green's function in nN dimensions; thus 

Gn(x - xs) = NI~oo f )XI 

dXj [NnNI2GnN(NI/2.1)] , (3.13) 

where.1 is an nN-dimensional vector (x(l) - xW_ 1> X(2) - Xl})_ 1> ••• , x(n) - x\(:)_l> xW_ I - xW_ 2' X~)_I - X~)_2'"'' X\(:)_ I 

- X\(:)_ 2 , ... , X\I) - X~I), X\2) - X~2), ... , X\n) - x~n)) with x(·) denoting the ith component ofthe n-dimensional vector x. The well
known result for the Helmholtz Green's function of arbitrary dimension, 23 
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G (N I/2.&) = 11'(k/21TR )lnN- 21/2 Hili (kR) nN ~ 4 nN InN - 21/2 nN , (3.14) 

where 

[ 

N ] 1/2 
RnN =N I

/
2 L: (Xj -xj _Il2 

}=I 

(3.15) 

and Hl!~ _ 2112(1/) is the Hankel function of the first kind of order (nN - 2)/2, then provides the final representation: 

Gn(X - xs) = lim f NUl dXj [~NnN12 (~)lnN-21/2 Hl!~-21/2 (kR nN )]. 
N~ 00 j= I 4 21TRnN 

(3.16) 

Specifically, for the two-dimensional case, 

G2(x,zlxs,zs! = lim f NUl dXj dZj [~NN ( k )N- I HI})_I (kR 2N )], (3.17) 
N-oo j=1 4 21TR2N 

where 

R2N = N I/t~1 [(Xj - Xj _ 1)2 + (Zj - Zj_ If] r12
· (3.18) 

The propagator G n+ follows on integrating over the range coordinate in Eq. (3.12) and noting the result in Eq. (2.26). In 
analogy with Eq. (3.13) the representation takes the form 

f
N - I 

G + (X,x(t),x12) ,xln - 1110,x111 XI21 ,xln - II) = lim II dx.(Nln - liN 12G + ) 
n ,... S , S ,... S :J (n - l)N + 1 , 

N_"" j= I 
(3.19) 

and in a fashion similar to Eq. (3.16), 

G n+ (x,xI1l,x12), ... ,x(n - I110,x11l,x121, ... ,x1n - II) = lim J IT I dXj [i1TXNln - liN 12 
N_oo j=1 

( 
k )(In-I IN+III2 - ] 

X 2 R H\1~-IIN+IJ12 (kRln_IIN+tl . 
1T In-IIN+I 

(3.20) 

In Eqs. (3.19) and (3.20) x is the range coordinate, Xj is an (n - I)-dimensional vector, and 

R(n -IIN+ I = (NI (Xj - xj _ If + X2)1/2. 
)= I 

(3.21) 

Specifically, for the two-dimensional case, 

f
N

-
I 

[ (k )IN+II12 -] G/(x,zIO,z,) = lim II dZj i1TXN NI2 H:~+ 11/2 (kRN+ tl , 
N ~oc j=1 21TRN+ I 

(3.22) 

where 

(3.23) 

IV. TRANSVERSELY INHOMOGENEOUS HALF-SPACE 

For the transversely inhomogeneous half-space, the parabolic-based construction provides the principal results. Since 
flH (p,q) has only been determined approximately, in general, for the square root operator, the Hamiltonian phase space path 
integral can only provide an approximate representation of the propagator. The perturbation limits previously considered in 
Paper II are again appropriate. 

In the k __ 00, or high-frequency, limit, the forward propagating wave equation corresponds to the choice F(u,v) 
= exp( - ~ikuv) and hH (p,q) = [K 2(q) - p2] 1/2 in accordance with the identification of the operator as a standard pseudodif

ferential operator. I It then follows from Eqs. (2.5) and (2.6) that the path integral for the propagator corresponding to the 
k __ 00 wave equation, taken as a high-frequency approximation to the full propagator G + , is given by 

G +(x,zIO,zs);::;; lim f NUl dZj IT dpj_ exp(ik I {pj(Zj - Zj_ I) + ~ [K2(Zj_ I) _ (pj)2] 112}). 
N~oo j=1 j=121T/k j=1 N 

(4.1) 

Equation (4.1) could equally well be expressed in terms ofa Weyl discretization [F(u,v) = 1], in which case hH (p,q) would no 
longer be simply given by [K 2(q) - pZ] I/Z, but rather in terms of an infinite series in (11k ). It follows from Appendix B of 
Paper I, in fact, that the Weyl discretization with hH (p,q) = [K2(q) - p2] 1/2 provides an approximate propagator, which is 
valid through the next order, in the form 

J N - I N dpz (- N { X [ (z. + z· I) ] 112}) G +(x,zIO,zs);::;; lim II dZj II ~ exp ik L: pj(Zj - Zj_l) + - K2 J j- _ (pj)2 . 
N~oo j=1 j=121T/k j=1 N 2 

(4.2) 

Performing the f pj I integrations in Eq. (4.1) then leads to the approximate path sum representation 
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+ . f
N

-
I 

N {( ikK(zj_l) ) (1)- 2112 } G (x,zIO,z,):::: hm II dZj II 2112 [HI (koK(zj_I)(l+ [(Zj-zj_I)lo] J )], 
N~ O£ j~ I j~ I 2\1 + [(Zj -Zj_. dlo] J 

(4.3) 

which for the limit K = 1 reduces to the exact result given by Eq. (3.10). Since the high-frequency propagator contains 
contributions form "all of the paths" in the path integral, it is a full-wave approximation, incorporating, in an approximate 
manner, what are commonly referred to as medium inhomogeneity diffraction effects. 

For the homogeneous half-space the functional averages of the average and root mean square "effective Hamiltonian" 
are equivalent [Eq. (3.7)]. This can be viewed as a lack of "dispersion" resulting from the absence of the operator-ordering 
question associated with the noncommuting operators Q and P. Since in the k --->- 00 limit the commutator [Q,P] --->- 0, the 
Feynman-Garrod representation should provide a useful approximate representation for the propagator for the transversely 
inhomogeneous half-space at high frequencies. Thus, 

f 

N - I N dpz {- N } (_ {I N } 112) 
G+(x,zIO,z,):::: lim II dZj II ~exp ik I [pj(Zj-Zj_l)] exp ikx - I [K 2(Zj_I)-(P.W] , 

N~oo j~1 j~1 21Tlk j~l N j =l 
(4.4) 

and following from Eqs. (3.22) and (3.23), 

{ k[(l/N)~f~lK2(Zj_I)]1/2}(N+I)/2 (I) (-[1 N 2 ]112 )) 
H IN + 1)12 k - I K (z) _ I ) R N + 1 • 

21TRN+l Nj~1 
(4.5) 

The Feynman-Garrod representation (4.4) is not directly based on a large k approximation to nH (p,q). Mizrahi has provided 
a detailed treatment of the WKB approximation to the propagator for arbitrary Hamiltonian operators. 24 

In the limit of narrow angle, weak inhomogeneity, and weak gradient, at the level of the ordinary parabolic approxima
tion,1 

nH(p,q) = 1 + H [K2(q) -1] - p2J. (4.6) 

The corresponding approximation to the propagator following from Eq. (2.S) then takes the form 

_ f N- I N dpz (_ N { X [(pZ)2 (Z. +Z· I)]}) G +(x,zIO,zsl::::exp(ikx) lim II dZj II ~ exp ik I pi(Zj - Zj_l) - - -'- + v' ,- , 
N~= j~1 j~1 21Tlk j~1 N 2 2 

(4.7) 

which, following from the Feynman-Fradkin construction, can be written as 

G +(x,zIO,zs)::::exp(ikx)<P (x,zIO,zs)' (4.S) 

where <P (x,z!O,zs) is the parabolic propagator of Eqs. (2.11) and (2.12). Performing the (pi J integrations in Eq. (4.7) leads to the 
Lagrangian path integral representation for the parabolic propagator corresponding to the Feynman construction.4~ 

In the limit of narrow angle and weak gradient for arbitrary field strength, I 

n ( )=K()- [~+_l_K"(q)] (4.9) 
H p,q q 2K (q) Sk 2 K 2(q) , 

where the superscript primes denote differentiation with respect to the argument. The approximate propagator then follows 
from Eq. (2.S) as 

f 

N - I N dpz {_ N } { _ N [ _ (p~)2 ] } 
G +(x,zIO,zs):::: lim II dZj II ~ exp ik I [pj(Zj - Zj_ I)] exp ik ~ I .! + r(Zj) , 

N~ = j~ I j~ I 21Tlk j~ I N j~ I 2K(Zj) 
(4.10) 

where 

r( )=K( ) __ l_K"(q) 
q q s1(2 K 2(q) (4.11) 

and Zj = !(Zj + Zj _ I) is the average coordinate. A configuration space representation follows from Eq. (4.10) on integrating 
over the ( pi J variables. This results in the approximate representation 

f

N- I N {[NkK(Z)]1/2} {_ N [(Z -z f x ]} 
G +(x,zIO,zs):::: lim II dZj II . ' exp ik I '(;; I K(Zj) + N r(Zj) , 

N~oo j~1 j~1 2mx j~J 2x ) 
(4.12) 

which has the form of a Lagrangian path integral following from the quadratic dependence of the "effective Hamiltonian" on 
thepZ variable. Equation (4.12) can be shown to be equivalent to a result based upon a direct configuration space derivation in 
terms of an appropriate "short-time" propagator. 12 

For arbitrary angle in the limit of weak inhomogeneity and gradient, I 

n - 1 21/2 fd E(t)exp(ikqt) (413) 
H(P,q)-( -pI + t[l_(p_tI2)2]112+[1_(p+tI2f]1/2' . 

where E(t ) is the Fourier transform of the field strength e(q) = K 2(q) - 1. The approximate propagator follows from Eq. (2.S) in 
the form 
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J N - 1 N dp: {_ N } 
G+(x,zl0,zs):::: lim II dZj II -'-exp ik I [pj(Zj -Zj_l)] 

N~oo j~1 j~1 21T/k j~1 

(
.- X N { 2 1/2 J i(t) exp(ikzj t) }) 

Xexp lk N j'?;l [1- (pj)] + dt [1 _ (pj _ t /2)2] 1/2 + [1 _ (pj + t /2)2] 1/2 . 
(4.14) 

A first-order perturbation evaluation ofEq. (4.14) yields the appropriate Born approximation. The "short-time" propagator 
corresponding to Eq. (4.14) takes the form 

G +(8,zIO,z')::::~ J dp exp[ikp(z - z')] 
21T 

(
I8{1 21/2 Jd i(t) exp[ikq(z +z')] }) (415) 

Xexpl (-p) + t[I_(p_t12)2]112+[1_(p+t/2)2]1/2' . 

The arbitrary-dimensional generalizations of the path integrals constructed follow immediately. For any given approxi
mation to {}H (p,q) a corresponding approximate propagator follows through Eq. (2.8). This would include, for example, 
uniform asymptotic treatments, unsymmetrical treatments of the transverse variables in higher spatial dimensions (n > 2), and 
the wide-angle rational approximation to the wave equation. For the cases where {}H (p,q) can be determined exactly, I 
formally exact Hamiltonian phase space path integral representations of the half-space Helmholtz propagator can be con
structed. 

V. DISCUSSION 

In the development of extended parabolic wave theories, the path integrals provide the basis to relate dynamical approxi
mations, the resolution of the square root wave operator, and the concept of an underlying stochastic process. The indirect 
Feynman-Fradkin path integrals provide formally exact representations for both the full and half-space Helmholtz propaga
tors. For the half-space propagation problem, the one-sided Fourier transform of the parabolic (Schrodinger) propagator 
implicitly contains the proper resolution of the operator-ordering question as expressed through the construction summarized 
in Eqs. (1. 2) and ( 1. 3). This is seen through the equi valence of the Hamiltonian phase space and F eynman-Fradkin representa
tions for a transversely inhomogeneous medium, 

I
N

-
1 

N - {_ N [ X (Z'+Z_I)]} NI~oo jIll dZj jg dpj/(21T/k ) exp ik j'?;l pj(Zj - Zj - I ) + N {}H pj,' 2 ' 

( 
i1T) ( k )112 lOO [ik ( X2)] [. jN-I N dpz =exp -- - x dTT- 3

/
2exp - T+- hm II dZj II ~ 

4 21T a 2 T N-oo j~1 j~1 21T/k 

(
_ N { T [(pj)2 (Zj +Zj_I)]})] Xexp ik j'?;l pj(Zj - Zj_l) - N -2- + V 2 ' (5.1) 

in the two-dimensional notation. Equations (5.1) and (1.3) 
can be said to formally accomplish the T integration in the 
Feynman-Fradkin representation. 

Equation (5.1) relates the linear Feynman-Fradkin 
Fourier analysis and the nonlinear pseudodifferential analy
sis. Approximate wave theories can be viewed in this light. 
Approximate evaluations of the T integral in Eq. (5.1) corre
spond to appropriate perturbation solutions of the Weyl 
composition equation. In the high-frequency limit, the 
WKB half-space propagator follows from the Feynman
Fradkin representation through a functional stationary 
phase approximation on the parabolic path integral followed 
by an ordinary stationary phase approximation on the re
sulting T integral.5.6.16.19.25 The corresponding Hamiltonian 
phase space path integral analysis involves functional sta
tionary phase methods in conjunction with Eq. (4.1) and its 
extensions. I The ordinary parabolic approximation is a sin
gular 'Perturbation; it can be viewed as a unidirectional 
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asymptotic expansion of the half-space Feynman-Fradkin 
path integral. 15.23.25 This results in an ordinary stationary 
phase approximation on the T integral in Eq. (5.1) with the 
parabolic propagator assumed slowly varying. This is equi
valent to Eqs. (4.6) and (4.7). The limit of narrow angle and 
weak gradient for arbitrary field strength, corresponding to 
Eqs. (4.9) and (4.10), is equivalent to an ordinary stationary 
phase treatment of the T integral accounting for some of the T 

variations associated with the "potential" contribution of 
the parabolic propagator. For arbitrary angle in the limit of 
weak inhomogeneity and gradient, Eqs. (4.13) and (4.14) cor
respond to a full T integration over an approximation to the 
parabolic propagator. Exactly soluble models provide spe
cific examples ofEq. (5.1). A more detailed treatment of this 
correspondence will be presented elsewhere. 

The approximate Feynman-Garrod path integral pro
vides the basis for the Feynman-DeWitt-Morette path inte
gral. The form of this symbolic representation suggests the 
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formal dynamical character of the propagation theory. The 
dynamical basis of the Helmholtz equation can be viewed in 
terms of "free particle" motion on an appropriate curved 
space or, equivalently, in terms of a stochastic process em
bodying the fixed "average energy" condition. 19 Thus, in the 
half-space wave propagation theory, there is no fundamental 
dynamical significance attached to a limiting (J( _ 00) "clas
sical Hamiltonian" function hH (p,q) as there is in the quan
tum mechanical theory (Ii - 0). This is consistent with the 
role of the symbol ilH (p,q) as reflected in Eq. (2.7). This 
dynamical viewpoint is reinforced by the forms of the Ha
miltonian phase space representations in the perturbation 
limits considered. The narrow-angle theories constructed in 
Eqs. (4.7) and (4.10) are suggestive of weak-coupling ap
proximations to the Master equation in statistical mechan
ics, corresponding, respectively, to simple and generalized 
diffusion models. 1 The wide-angle theory ofEq. (4.14) is sug
gestive of strong-coupling approximations to the Master 
equation, specifically, those incorporating large discontin
uous change. 1 Moreover, the form of Eq. (4.12) is analogous 
to that corresponding to the quantum mechanical motion of 
a particle moving in a curved space (the curved space having 
been imbedded in an appropriate Cartesian space).6,12.13.26 

The representation presented in Eq. (3.16) is operation
ally correct; indeed, for any finite N it expresses a Bessel 
function identity. Moreover, it is a well-defined functional of 
the path and provides a computational prescription for the 
symbolic Feynman-DeWitt-Morette representation ex
pressed in Eqs. (2.18)-(2.22) for the homogeneous medium 
limit. The connection between Eq. (3.16) and the symbolic 
sum over fixed "average energy" paths must result from an 
appropriate limiting procedure in the N - 00 or, functional, 
limit. The representation expressed in Eq. (3.10) does not in 
an obvious way approach a well-defined functional of the 
path in configuration space in the infinite limit. Moreover, 
attempts to interpret representations such as Eq. (3.10) as the 
discretized form of a Feynman path integral in terms of an 
appropriate Lagrangian cannot be carried out in a consistent 
manner in general. 22

•
26 Although Klauder,27 in studying an 

elementary model of quantum gravity, was able to proceed 
from a path sum in the form expressed by Eq. (3.11) and 
directly identify the underlying stochastic process associated 
with the model, much of this success apparently lies with the 

process ultimately being a Weiner process in one-higher di
mension and thus readily recognizable. A similar analysis 
applied to Eq. (3.10) is not quite so readily transparent. 
Equation (3.22), however, for finite N is a well-defined func
tional of the path and is suggestive of a formal path integral 
in the N _ 00 limit. Equation (4.5) provides an extension to 
transversely inhomogeneous media in a high-frequency lim
it. 

There are several final points. Backscatter effects asso
ciated with a range-dependent refractive index field are ac
counted for explicitly in the Feynman-Fradkin representa
tions and symbolically in the Feynman-DeWitt-Morette 
representation. Further, for the two-dimensional half-space 
problem, conformal mapping techniques reduce range-de
pendent media to transversely inhomogeneous media for a 
special class of refractive index fields. 28 The path integral 
analysis explicitly introduces into the inverse problem, in a 
natural manner, the concept of an underlying stochastic pro
cess and the notion of strong- and weak-coupling regimes, in 
addition to an interpretation in terms of free motion on 
curved spaces. The extensions of the factorization analysis to 
hyperbolic wave equations in the time domain and to the 
vector formulation appropriate for wave propagation in elas
tic media have been discussed in Paper I. For the acoustic 
field coherence function, phase space path integrals can be 
constructed in two ways. The bilinear form of the coherence 
function immediately allows for a representation as a pro
duct of two Eq. (2.8) path integrals. The Wigner function, an 
appropriate Fourier transform of the coherence function, 
satisfies a composition equation of motion in terms of 
ilH (p,q). 29 The Cohenl Agarwal-Wolf construction then 
provides the basis for a phase space representation of the 
Wigner function. The path integral representations have im
mediate application in the theory of wave propagation in 
random media. 30 
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APPENDIX: PARTIAL INTEGRATIONS AND REDUCED REPRESENTATIONS 

For the two-dimensional case for an x- or range-independent potential, Eq. (2.15) can be written as 

- 1 f N - 1 N dp~ - f N - 1 N dpx 
G(x,zlxs'zs) == ~ lim II dZj II ~exp(ikS~) II dXj II ~ 

2k N~oo j=1 j=12rrlk j=1 j=12rrlk 

(AI) 

in an obvious notation. Writing the action analog S ~ as 
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N 

S;' = I pj(Xj - Xj _ 1 ) = P'N x - p~ Xs + ( p; - p~)x 1 + ... + (p;' - 1 - p;')x N - 1 (A2) 
}~l 

and noting the integral representation of the delta function, 

1 foo o(p) =- dsexp(isp), 
21' - 00 

(A3) 

allows the ! Xj I integrations to be carried out giving 

- I k J N - 1 N dpZ - J N 
G(x,zlxs,zs) == ~ lim - IT dz} IT ~exp(ikS~) IT dpj 

2k N_ 00 21' }~ 1 }~ 1 21'/k J~ 1 

exp[ik(p;' x - p; xs)]o(p; - p~) ... 8(P'N-l - P'N) 
X--~--~~--~~~~~~~----------~ (A4) 

! - (l!N){~r~ 1 [!(pj)2 + !(pj)2 + V(!(Zj + Zj_l I)]} 
Carrying out the! pJl integrations results in 

- I k J N - 1 N dpZ -
G (x,z/xs,z.) == ~ lim - IT dZj IT ~ exp(ikS ~) 

2k N- 00 21' j~l j~121'/k 

foo exp [ ikp(x - xs)] 
X dp N • 

- 00 (! _ (l/Nt~l [!(pjf + V!!(Zj + Zj_ I))]}) _ !p2 

(A5) 

The remainingp integral is elementary, 

k foo exp[ikp(x-xs)] exp[ik21/2(!_~)1/2Ix-xsl] 
21' _ 00 dp (! _ ~) _ !p2 = (! _ ~)1/2 (A6) 

and results in the representation ofEq. (2.23). For the homogeneous medium case, V(x,z) = 0, the same procedures used in 
going from Eq. (AI) to Eq. (A5) when applied to Eq. (2.23) lead to the result 

i foo exp! i[ p(z - Z,) + (p - p2)1/21x - Xs I Jl 
G (x,zlxs,zs) = 41T _ 00 dp (p _ p2)1/2 . (A7) 

Equation (A 7) isjust a standard integral representation for the Hankel function Hbll (1J)31 and thus the well-known homogen
eous medium limit is recovered, 

(A8) 

The three-dimensional case follows in the same manner. When V(x, y,z) = V( y,z), the steps going from Eq. (AI) to Eq. 
(A6) lead to the two-dimensional version ofEq. (2.23). When V (x, y,z) = V (z), application of the steps leading from Eq. (2.23) to 
Eq. (A8) results in the representation ofEq. (2.24). For the homogeneous medium, V (x, y,z) = 0, the same procedures applied 
to Eq. (2.24), noting the resu1t32 

Looac dp exp[ ip(z - zs)]Hgl ((p - p2)I/Z[(x - X,)2 + (y - Ysn 1IZ) = ( - 2i/R 3 ) exp(ikR3), (A9) 

lead to the well-known expression 

G(x,y,zlxs,ys,zs) = (l/41'R3) exp(ikR3), 

where R3 = [(x - xsf + (y - y,)2 + (z - Zs)2] 1/2. 
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Two main classes of problems are identified in the theory of electromagnetic scattering in 
velocity-dependent systems. The first involves transformation of space and time coordinates and 
field components from the laboratory system of reference to the comoving system of the scatterer, 
solution of the scattering problem, and inverse transformations. In general, this method displays 
the Doppler frequency shifts. The second class involves the substitution of Minkowski's 
constitutive relations into Maxwell's equations for harmonic time variation, heuristically 
stipUlating the absence of Doppler frequency shifts. The interrelation between the two methods is 
investigated here. It is argued that the second method is a limiting case for very low, as well as very 
high frequencies, and provided the mean square fluctuation of the dielectric constant is small, and 
the geometrical boundaries defining the scatterers are fixed. Canonical problems of plane, 
cylindrical, and spherical stratification are discussed and analytical results for the scattered fields 
are derived. If the parameters of the problem do not meet the above conditions, the first method 
should be used, giving rise, in general, to a whole spectrum of frequencies due to the Doppler 
effect. 

PACS numbers: 03.50.De 

INTRODUCTION 

Since Doppler's original work,1 no other method has 
surpassed his as a tool for remote sensing of velocity by 
means of scattering of waves. Substantial progress in the the
ory of the Doppler effect has been made by Einstein. 2 A 
detailed review is given elsewhere. 3 The present discussion is 
concerned with first-order velocity effects; hence the exact 
special relativistic formulas become considerably simpler. In 
particular, we address ourselves to the question of remote 
sensing of velocity by means of electromagnetic waves, but 
the same methods are applicable to other wave phenomena. 
In some cases the motion of a single object is probed, as in the 
case of a radar observing a moving target. In a variety of 
cases the remote sensing concerns the collective behavior of 
an assemblage of objects, i.e., a moving medium. For exam
ple, consider the case of measuring the velocity of falling 
raindrops, or the observation of the Doppler effect produced 
by particles and irregularities carried along in a moving flu
id. Subsequently, it is shown that in certain cases the overall 
medium effects cancel the Doppler effects produced by indi
vidual scatterers, but the velocity effects are still present in 
the macroscopic constitutive parameters of the medium. It is 
precisely this aspect of the problem which motivated the 
present study. 

Problems involving velocity-dependent wave systems 
usually fall into one of two categories. The first class of prob
lems involves single moving scatterers. The simplest prob
lem of scattering by a moving plane mirror has been dis
cussed by Einstein.2

,3 More complicated geometries have 
been considered by Le Vine4 and Censor,5 who also cite ear
lier work. Characteristically, in problems of this kind, the 

scattered fields are time dependent, such that in the far field 
the Doppler effect can be identified, but there are also other 
effects, e.g., the time-dependent amplitude due to the chang
ing distance between the object and the observer. The other 
class of problems involves moving media, bounded by sur
faces whose position in space is fixed, for example, channel 
flows. Problems of this kind are usually tackled by inserting 
the Minkowski constitutive relations6

,7 into Maxwell's equa
tions for time harmonic variation. The pertinent differential 
equations can be solved for special cases, e.g., Refs. 8-11. 
For irrotational motion VXv = 0, Censor l2 derived a gen
eral transformation which reduces the equations to the origi
nal form of the Maxwell equations for media at rest. For 
rotating systems Van Bladel 13 gives special solutions and 
cites previous work. The velocity effects can also be inter
preted in terms of electric and magnetic sources, as done by 
Van Blade!. 14 In these problems there are no Doppler effects, 
although the velocity enters into the results, 

Of course, the two categories are based on the same 
physical model-Maxwell's equations coupled with special 
relativity.7 Therefore, a transition between the two classes of 
problems should exist, and criteria for the vanishing of 
Doppler effects are expected. To investigate this problem, we 
consider the medium as a collection of randomly positioned 
scatterers. The collective effects are computed, and the sig
nificance of the Doppler effece is considered. 

We start by summarizing the two fundamental ap
proaches: (1) Maxwell-Minkowski equations for moving 
media and (2) scattering by moving objects. To be specific, 
the special case of the slab region is discussed in some detail. 
Following this, conditions are discussed for which the Max
well-Minkowski model is valid, and the circumstances when 
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it is inapplicable. This points out to the way more complicat
ed geometries should be handled. For cases where the Max
well-Minkowski formalism applies, theoretical results are 
derived for scattering from nonuniform channel flows and 
cylindrically and spherically stratified flows. 

THE TWO BASIC APPROACHES 

In the "laboratory" or "unprimed" inertial frame of 
reference, Maxwell's equations fOf sourceless domains are 
given by 

VXH- aD =0 VoD=O, at ' 

VXE+ aB =0, VoB=O, 
at 

(1) 

in the conventional MKS notation. 7 The equations for the 
"comoving" or "primed" frame are given by the same struc
ture (1), with primed symbols. Special relativity prescribes 

r' = Uo(r - vt), t' = y(t - rov/e2), 

U=I+(y-l)vv, y=(1_v2Ie2)-1/2, 

v = v/lvl = v/v, e = VtoEo)-1/2, 

E' = V.(E + vXB), 

B' = Vo(B - vXEle2
), 

D' = Vo(D + vXH/e2
), 

H' = Vo(H - vXD), 

V= yl + (1- y)vv, 

(2) 

where I is the idemfactor dyadic and v is the velocity of the 
primed system as observed from the unprimed one. Min
kowski6

•
7 assumed D' = EE', B' = ,uH' in the comoving sys

tem of reference, in which the medium is at rest, and used (2) 
to express the constitutive relations in terms of the laborato
ry frame fields. To the first order in vic and harmonic time 
variations e - i"", (I) becomes 

VXH + iWEE = - iwAXH, 

VXE - iw,uH = - iwAXE, 

VoH =,u-1Vo(AXE), 

VoE= -E-1V.(AXH), 

A = VtE - ,uoEo)V, 

(3) 

referred to as the Maxwell-Minkowski equations. Obvious
ly, (3) applies only to cases where the Doppler effects are 
absent or negligible. This is a very strong condition because 
we should expect the Doppler effect to appear or vanish as a 
result of the geometry and other parameters of a specific 
problem, not by axiomatically imposing a constraint on the 
solution. Usually it is argued that the assumption of harmon
ic time variation is valid for media and boundaries whose 
properties are time-independent, although velocity is pres
ent. As shown in the following, this statement is too vague 
and might be misleading. 

Strictly speaking, (3) applies to constant velocities only. 
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This, however, rules out cases of interest involving nonuni
form motion, such as rotation. Many authors heuristically 
stipulate that (3) applies to nonuniform motion as well.3 

A general method for solving (3) is to assume the veloc
ity terms to act as sources. 14.15 Since (3) is correct to first 
order in vic, the zero order terms Eo,Ho can be found by 
taking A = ° in (3). The terms - iwAxHo, - iwAXEo are 
then treated as sources to derive the particular solution 
EA ,HA. Correct to the first order in vic, the total field is 
given by E = Eo + EA , H = Ho + HA • Accordingly, (3) is 
recast in the form 

VXH + iWEE = - iwAXHo je' 

VXE - iw,uH = - iwAXEo= - jm' 

VoH =,u-1Vo(AXEo) ,u-Ipm , 

VoE = - E-1Vo(AXHo)==E-1pe' 

The electric and magnetic sources satisfy the continuity 
equations 

Voje - iw Pe = 0, 

Vojm - iw Pm = O. 

(4) 

(5) 

The particular solution of (4) (see, for example, Papas l6
) is 

given by 

EA = ( dV (p){1'(r,p)oje( p)iw,u - VX1'(r,p)ojm( p)}, 
JV(r'l 

HA = ( dV (p){1'(r,p)ojmiwE + VX1'(r,p)oje(p)}, 
JV(r'l 

(6) 
k 2 = W2,uE, l' (r,p) = (I + k -ZVV)G (r,p), 

VXVX1' - k 21' = 18(r - p), (V2 + k 2)G = - 8(r - p), 

where l' is the dyadic Green function corresponding to the 
scalar Green function G. Since the integrals (6) involve the 
source regions r = p, the question of convergence naturally 
arises. We obviate such problems and controversial issues 
currently discussed in the literature,17 by treating (6) as a 
symbolic form. Actually the integration on G, (6), is per
formed first and the differential operators VV and V are ap
plied later. This is tantamount to solving the problem in 
terms of a vector potential, for which the convergence of the 
integral in the presence of regular je ,jm can be safely as
sumed. 

The second approach is more general, starting with the 
analysis of scattering by a single moving object.5 Media are 
then constructed by considering ensembles of such objects. 
The medium properties are obtained by averaging, and for 
some cases the equivalence to the Maxwell-Minkowski 
model can be established. 

The incident wave exciting the system is 

(7) 

The local coordinate system of the object is defined by 
r = r - p, where p locates its origin. Translated to this coor
dinate system, (7) becomes 

(8) 
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where t = t. For a moving scatterer we define a system r,t' 
such that at t' = t = 0, the origins r' = r = 0, coincide. In 
the comoving system r ,t' we have according to (2), to first 
order in vic, 

, ,k .. p ik~·r' - iCl)~t' E; = eie ' e I I, 

k; = k j - OJ j V/c2, 

r' =r - vt, 

t' = t - rov/c2, 

e; = e j + vxkxe;lc. 

(9) 

This plane wave excites the object, such that in the far field in 
the r' ,t ' frame of reference we have 

(10) 

where e; = Ie; I, and the Green function is chosen as 

/k ;I'; /41rr;; hence f has the dimension of distance. The scat
tering amplitude f depends on the directions ofincidence and 
observation k; ,i', respectively, on the frequency of excitation 
OJ;, and on the direction of polarization e;. The correspond
ing scattered field Es in r,t is given,2 correct to first order in 
the velocity, as 

Es = E; - vxi'xE;/c. (11) 

In order to deal with a collection of scatterers and use (10), 
assume that the objects are in the far field with respect to 
each other, and that single scattering only is involved. After 
expressing (11) in terms of r,t coordinates, we derive an ex
plicit expression in p. Now the ensemble properties must be 
introduced, e.g., the density a( pl. The average field is ob
tained according to 

(Es) = f dV ( p)E.( p)a( pl· (12) 

Similarly, other statistical moments can be computed. 18.19 It 
will be shown that in certain cases the Doppler effect vanish
es, facilitating a direct comparison with the results of the 
Maxwell-Minkowski model (6). In other cases the Doppler 
effect does not vanish, demonstrating the inadequacy of the 
Maxwell-Minkowski model for such problems. 

seA TTERING FROM A SLAB REGION 

Quantitative results for comparing the two methods are 
obtained by analyzing the relatively simple problem of a slab 
region geometry. The slab region is in the xz plane, and a thin 
slab of thickness .Jy is considered, in order to simplify the 
analysis. The time-independent velocity field v( p) is defined 
in the xz plane. The integration involves the position vector 
pIS',;), and E", ,H", are replaced by EA / .Jy,HA /.Jy to ac
count for the integration in the y direction. The incident 
wave provides the excitation Eo = e1e'k(p - jw,. Assuming 
Il = Ilo everywhere, we have from the Maxwell-Minkowski 
model (4) 
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j. = - i(E - Eo)V( p)X k j X Eo, 

jm = iOJllo(E - Eo)V( p)XEo, 

(13) 

and the corresponding expression for H", /.Jy is given by 
inspection of(6). Throughout space (13) yields the harmonic 
time variation e - jlU', with the frequency OJ of the incident 
wave. Ifv( p) is a rapidly changing function in the xz plane, 
the integral cannot be expected to yield transmitted and re
flected plane waves in the forward and specular reflection 
directions. For such a case one would expect Doppler effects, 
discussed in the context of the second method mentioned 
above. On the other hand, ifv( p) is a slowly varying function 
and k j is large, the stationary phase approximation can be 
used to compute (13) (e.g., see TwerskyI9): 

. G ( ) jKg( p,) f G ( ) jKg( p) ds d; _ 2m Ps e 
pe K [g,;-,;-(Ps)g;;(Ps)-~;(Ps)]1/2' 

(14) 
a as g( Ps) = g,;-( Ps) = 0, g;( Ps) = 0, 

where Ps are the stationary points. For the present case Kg in 
(14) is given by 

Kg( p) = kx5 + kz; + k j [(x - S)2 + (z _ ;)2]1/2, 

Kg( Ps) = kxX + kzz ± kyy = k± or, 

k~=k; +k; +k; =k~ +k;, 

21Ti k; 

(15) 

[ 
..2 ] 1/21 k; 

g,;-,;-g;; -15,;-; ps = ky' 41Tlr - Psi ky = 2ky' 

Returning to (14), we now have 

E", iOJ/l-o(E - Eo) _ jlU' -= e 
.Jy 2ky 

{(- VV) Ik 'r Ik 'r } X 1+ k2 ·e ± vXkj Xej - iVe ± Xvxej 

= iOJ/l-o(E - Eo) e'k ±'r - j"" 

2ky 

{(
- k± k± ) } X 1- k 2 °vXkjXej + k± XvXej . 

Similarly (6) becomes 

HA =i(E-Eo)e1k±.r-jlUt{_(J_ k±k±) 
~ 2~ k 2 

ok 2vXej + k ± XvXkj xej }. 

(16) 

(17) 

As expected, we have forward propagation and specular re
flection. The results (16) and (17) show that no depolariza-
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tion occurs in this problem. For normal incidence the 
expression in braces in (16) and (17) vanishes, and with ky_O 
the fields become indeterminate. Note that (15) prescribes 

v( p) = v(r - (kplk)lr - Ps I); (18) 

hence the field at r is due to the velocity at p, such that the ray 
k ± and r - Ps are on the same line. 

Treating the problem as a collection of moving scat
terers and solving by successive transformations and inte
gration, as indicated by (8)-(12), (12) now becomes 

(EJ = f ds d; e; /(k;"p ::;: - "';1'1 

X a ( pl( f - v( p)XfIX~). ( 19) 

which we have to express in terms ofr,t coordinates before 
integrating. First, the transformation of the phase (19) is con
sidered. For an observer along the fl direction, we have 

~ - -
k ;i'·i' - w;t; = ks·i - wst, 

k ,::.., I 2 
ks = ;r + w;v/c , 

Ws = w;(l + (v.f)lc) 
(20) 

= w;(1 - (v·kyc + (v.f)/c), 

to the first order in vic. This result displays the direction
dependent Doppler effect, which in general conflicts with 
the result of the Maxwell-Minkowski model. In order to 
contrast (19) with (16), we assume that the stationary phase 
approximation applies to (19). Using t = t, i = r - p, and (2) 
yields, to first order in vic, 

t I = t _ (i.v)lc2 = t - (r.v)lc2 + ( p.v)lc2 = t I + ( p·v)lc2
, 

(21) 

and since k; = k; + (w;·v)lc2
, we obtain in (19) 

k;.p - w;t '= k;·p - w;t I. (22) 

Consequently, instead of Kg in (14) we now deal with 

k ~s + k;; + k; [(x' - S)2 + (Zl -; f + y'2]1I2. (23) 

In view of the identical structure, all results through ( 15) 
follow for the present stationary phase approximation, with 
properly primed symbols. For velocities v( p) contained in 
the xz plane there is no Doppler effect in the forward and 
specular directions. The velocity effect on the incident 
wave's amplitude (9) is cancelled by the velocity effect on the 
outgoing wave, in (19). However, not all velocity effects van
ish, because in its comoving frame of reference, the object is 
excited by a wave (9), whose various parameters are velocity
dependent. To the first order in the velocity, in (19) 

f(~1 kA, I A,) fl afl r, ;,w;,e; = .=0 + av .=o·v, (24) 

denoting an expression about v = O. The details of the sym
bolic form (24) may be very complicated. A simple manifes
tation of the velocity effect is the change in the excitation 
frequency; hence (24) will contain a term a flaw; I. = ok;·v. 
Since the present result contains no Doppler frequency shifts 
in the spectrum of the scattered field, the results can be com
pared with those of the Maxwell-Minkowski formalism 
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(16),( 17). However, in general, (19) contains more informa
tion, displaying the Doppler effects for various geometries 
and directions of observation. Nevertheless, it is shown sub
sequently that analytical solutions derived from the Max
well-Minkowski formalism are relatively easy to obtain. The 
method is therefore of interest, as long as the criteria for its 
validity are met. In the next section these criteria are consid
ered. 

DISCUSSION AND GENERAL OBSERVATIONS 

For many decades the subject of electrodynamics in the 
presence of moving systems has been considered to be of 
purely academic interest. Nowadays the probing of motion 
by means of electromagnetic radiation is becoming one ofthe 
most important tools for remote sensing, e.g., for measure
ment of wind velocity in the atmosphere, a key parameter in 
meteorology. With the advent of remote sensing methods 
from space platforms this subject becomes even more timely. 
It is well known that Doppler frequency shifts are amenable 
to accurate measurements, and the wide use of this method is 
evident from the literature. It is therefore important to know 
when the effect is detectible, and under what circumstances 
it is expected to vanish. On the other hand, detection of ve
locity effects in the absence of Doppler frequency shifts have 
been practically neglected thus far, but might become an 
important engineering method in the future. Recently,2o one 
such method for wind velocity measurement has been pro
posed. The implementation of this particular method de
pends on the availability oflasers in space for remote sensing 
purposes. It is therefore worthwhile to derive solutions for 
various canonical problems, using the Maxwell-Minkowski 
model. Such problems are considered in subsequent sections. 

The analysis of the slab region, given above, would sug
gest that Doppler effects vanish at high frequencies, since the 
scattered waves are in the forward and specular directions. 
However, this argument is somewhat oversimplified. Many 
problems can be defined where the motion is not parallel to 
the boundaries; yet the boundaries are at rest with respect to 
the observer. The idea of such flows seems to be nonphysical 
at a first glance. As an example, consider a perfectly con
ducting plane with an aperture, backed by a moving medi
um. For all practical purposes, the motion can be considered 
to terminate on the boundaries of the aperture. Such prob
lems with a jump discontinuity in the velocity have been 
considered previously. 21 Depending on the geometry of the 
aperture and the frequency in a given direction, a far field 
radiation pattern exists for the energy scattered by the aper
ture. If the dimensions of the aperture are on the order of a 
wavelength, the stationary phase method cannot be used, as 
in the above discussion. Will there be Doppler effects, or can 
we discuss the problem in terms of the Maxwell-Minkowski 
formalism? Or consider the problem of a system with spheri
cally stratified rotational velocity field-which method 
should be used? Doppler spectra are usually present when 
particles or irregularities are in motion. Intuition therefore 
suggests that Doppler effects will be present when there are 
strong fluctuations in the dielectric constant of the system, 
provided the typical length scales are not too small in com-
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parison to wavelength, such that we have sufficient resolu
tion. To put these ideas in a more concise form, scattering by 
random ensembles and the associated Wiener-Khintchine 
relations l8

•
22 must be considered. Essentially we define 

x = <X) + XI' (25) 

where <X ) is the average value of the susceptibility X and XI 
is the fluctuating part, such that <XI) = O. Hence 

<X}) = <X2) - <X)2 (26) 

is proportional to the power scattering coefficient, describ
ing the directional properties of the scattering process; ac
cording to the Wiener-Khintchine relations the power scat
tering coefficient is defined as the Fourier transform of the 
cross correlation function (l/V) f dV( p)X( p)X *( p + r). 
For long wavelength the scattering pattern is that of a dipole, 
and the power is proportional to <X}). However, there ap
pears also a proportionality factor k 4 (typical to Rayleigh 
scattering); hence the scattered power is small and in this 
regime the Doppler effect is negligible, as assumed in the 
analysis of Van Bladel. 14 In the limit of short wavelengths 
the power still depends on <X}), and is now independent of 
frequency, but the scattering pattern is sharply peaked in the 
forward direction, for which the Doppler effect vanishes. 
This leaves a large domain where the effect of wavelength, 
geometry, and mean square fluctuation <X}) combine to 
produce significant Doppler effects. For such problems the 
Maxwell-Minkowski method is inapplicable. This is the re
gime where velocity profiles can be measured by means of 
the Doppler broadening spectrum.23 

SIMPLE NONUNIFORM FLOW PROBLEMS 

For the range of parameters where the Maxwell-Min
kowski formalism applies, the velocity effects can be found 
by solving (6). Simple examples are given in the present and 
next sections. The simplest example is provided by a plane 
stratified nonuniformly moving region, where E is identical 
throughout space, for which a scalar formalism is adequate. 
Later we consider a circular cylindrical region with circular
ly stratified motion along the generator. The simple case of a 
rigidly moving circular cylinder has been considered be
fore.4.24.25 The case of nonuniform motion is conveniently 
analyzed by solving (6). The presence of cross polarization 
effects, which has been noticed in the past,25 is verified in the 
present solution. The problem of rotating cylindrical strata, 
involving nonuniform angular velocity is considered too. 
Special cases of uniform rotation are discussed and cited by 
Van Blade!. 13 The problem of the spherically stratified non
uniform flows, which is mathematically more complicated, 
is discussed in a separate section. 

Plane stratified motion 

The incident wave (7) is polarized in the z direction, 
ei = e,z, and k i is in the xy plane. Since there is no Doppler 
effect, e ~ iwt is suppressed. Throughout space, E,/-lo are con
stants. The motion v = xv( y) is confined to the region 
- a<y<a. For the present case (6) involves integrals of the 

form 
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i ik,.x f'" d () ik)'7+ IY~ '711 =-e 7Jv7Je . 
2ky ~ '" 

(27) 

It is noted that the integration of(27) is identical to the result 
obtained by using the leading term of the stationary phase 
approximation, as in (14). For the present case (6),(13) yield 

(28) 

and k ± X E,1 yields H,1. The velocity-induced scattering 
produces two waves, propagating in the direction of inc i
dence and specular reflection. In the region y;;;.a the first 
integral contributes fa~ a d7J v(7J), and the second integral 
vanishes. The reflected wave contains the extra phase factor 
e''2k

y
'7, and in the regiony<a the first integral vanishes, while 

the lower limit of the second integral is - a. Note that for a 
symmetrical flow v(7J) = v( - 7J), for example, the Poiseuille 
flow, there is no velocity effect in they;;;.a region. 

For practical applications, the question of remote sens
ing of the velocity profile must be considered. Obviously in 
the forward direction only an average effect is measured. 
The backscattered wave will be easier to measure, because of 
the absence of the incident wave in this direction. Further
more, by extending the limits of the second integral to infin
ity it becomes a Fourier transform of the velocity field. By 
probing the moving region for a range of ky, either by chang
ing frequency or the direction of incidence, v(7J) can be found 
by performing the inverse Fourier transformation. 

Cylindrical motion along the axis 

Consider a radially symmetrical flow directed along the 
cylindrical axis 

v = zv(r). (29) 

The corresponding problems for rigidly moving circular cyl
inders have been analyzed4

•
25 by using the relativistic trans

formations. The incident, scattered, and the zero order in vic 
internal waves are given by 

'" Zeieikx = Zei L r J m (kr)e im4>, 
m= ~ 00 

Zei Lim amHm(kr)eim4>, (30) 
m 

Eo = zei L imbmJm(Kr)eim4>, 
m 

where J m denotes the Bessel functions, H m are the Hankel 
functions of the first kind, and K characterizes the internal 
domain. The coefficients am ,bm are computed by applying 
the boundary conditions to the zero order fields, i.e., 
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(31) 
kJ;" (ka) + kbmH;" (ka) = KbmJ;" (Ka), 

where the prime denotes differentiation with respect to the 
argument. Hence am ,bm are considered to be known quanti
ties. The two-dimensional Green function for this case26 

(\72 + K2)G = - o(r - pI, 
wherep = p(p,v),r = r(r,¢). For the present casejm = o and 
je is in the cross-sectional plane. By inspection of (6) it be
comes clear that HA is in the z direction; hence it is easier to 
compute. On the boundary r = a,HA must be equal to the 
external H~ field in the z direction, induced by the velocity. 
Since the incident wave has no field along the axis, the fol
lowing boundary value problem is very simple. The velocity 
induced E~ field in the external domain can be derived from 
VXH~ = - iCtJ€eE~, where €e pertains to this domain. The 
internal field EA can be computed directly or by exploiting 
E~ and the Maxwell equation VXHA + iCtJ€EA = je inside 
the moving medium. From the definition of je and 
VXEo = iCtJlloHo we have 

je( p) = - u(p)ei(€ - Eo) 

x~(; inJn(Kp) + pKJ~(KP)}nbneinv. (33) 

Before attempting to integrate (6), it must be noted that v,p 
are functions of v; hence they must be first expressed in terms 
of the constant Cartesian unit vectors i, y and sin v, cos v. 
By recasting sin v, cos v in terms of eiv,e - iv and adjusting the 
summation index of(33), we again derive a series in einv. In (6) 
we use the orthogonality relation S~1T d v ei(n - mjv = 0 nm 217" 
and then work backwards from i,y to r,~ representation. 
The total effect of this detour is identical to assuming 
r = p,~ = v in (33). Finally we obtain 

m 

Fm(r) = J;"(Kr)II(r) + H;"(Kr)Iz(r) + Jm(Kr)I3(r) 

+ H m (Kr)I4(r), 

II(r) = r Hm (Kp)Jm (Kp)V(p) dp, 

I2(r) = f J~(Kr)v(p) dp, 

1 i' I4(r) = - - Jm(Kp)J;"(Kp)U(p)p dp. 
r 0 

On the boundary we have II = 13 = 0 and 

m 
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(34) 

(35) 

F m (a) = H;" (Ka)I2(a) + H m (Ka)I4(a), 

and 12,14 follow from (34) by extending the upper limit to a. 
The continuity of the tangential H field at the boundary pre
scribes in the external domain 

He = z " i'" c H (kr)eim</J A ,£..; m m , (36) 

and by equating (35),(36) at r = a the coefficients Cm are 
found. The mate E~ can be found from Maxwell's equations 
in the external domain; hence the solution is complete. From 
the point of view of measurements (35) is interesting because 
the velocity induced field is cross polarized with respect to 
the zero order fields; hence its detection and measurement is 
easier to perform. 

Cylindrically stratified rotation 

Another interesting class of problems is suggested by 

v = u(r)~, (37) 

describing a cylindrically stratified rotating system. Inas
much as the rotation is not uniform, the problem cannot be 
approached by transforming to rotating coordinates. 13 For 
the present case we have 

je( p) = z(€ - €o)eiu(p) L im Jm(Kp)i"'bmeimv, 
m p 

jm ( p) = piCtJllo(€ - €o)eiu( p) L i"'bmJ m (Kp)eimv. 
m 

Using (32),(38) in (6) yields 

E () ~. ( ) e, " 'm + I b F ( ) im</> A r = z lCtJllo € - €o - £." I m m m r e , 
2 m 

Fm(r) = Jm(Kr)II + Hm(Kr)Iz, 

II = f Hm (Kp)Jm (KP)U(P{ 1 + ~) dp, 

12 = f Jm(Kr)U(P{ 1 + ~) dp. 

(38) 

(39) 

At the boundary EA (a) is obtained, and, by equating to the 
corresponding external field 

Ee = Ze "i"'d H (kr)eim</J 
A I L m m 

(40) 
m 

at r = a, the coefficients dm are determined. The mate H~ 
follows from the Maxwell equations. The direct direction of 
polarization is conserved in this problem. 

SPHERICALLY STRATIFIED ROTATING MEDIA 

We consider now the Mie theory for scattering by 
spherically stratified rotating media. A special case for a ri
gidly rotating sphere has been recently discussed by De Zut
ter. 27 In general the velocity is given by 

v = fl (r) sin e~, (41) 

where fl (r) is the angular velocity of a shell of radius r rotat
ing about the polar axis z of a spherical coordinate system. 
Here e is the polar angle, measured off the z axis, and cf, is the 
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azimuthal direction, with r,(},~ defining a local right-handed 
Cartesian system. Again, this problem cannot be solved by 
transition to rotating coordinates because the rotation is 
nonuniform. Scattering by a sphere is a classical problem/8 

the notation used here is essentially as in Twersky,29 who 
relates his to Morse and Feshbach20 and others. The Green 
function for this geometry is 

_ ik co n I 

r =- I I [Mnm(r)Mn,_m (p) 
41Tn~lm~-n 

(42) 

where M,N are defined in the Appendix, superscript 1 indi
cates that the vector spherical waves involve in the regular 
spherical Bessel functions; otherwise, the spherical Hankel 
functions h n are used. For r <p rand p in (42) are inter
changed. The solution ofthe velocity independent part of the 
problem is described in detail by Stratton,28 for example. In 
the interior domain r < a the fields are given by 

n.m (43) 

Ho = ~ I [bnmM~m + cnmN!m], 
/UJJ.Lo n,m 

where bnm 'Cnm are assumed to be known coefficients and 
in (Kr) involves K, the parameter characterizing the interior of 
the sphere. In order to evaluate the source terms j. ,jm' we 
need to know sin ~XN!m' It is easy to see from the Appen
dix that sin 8~XC;;' = - im P;;'; hence 

vXM!m = - rfl (rlin(Kr)imp;;,(r)=al(n,m,r)p;;,(r). (44) 

Similarly, we wish to recast 

vXN!m = [fl (r)/KJ{n(n + 1 lin (Kr)(} sin 8Y;;'(r) 

- a,a [Krin (Kr)] hin 8 ae Y;;'(f)}, (45) 

in terms of vector spherical harmonics. For the r component 
we use recurrence relations for associated Legendre polyno
mials,28 deriving 

rr'vXN!m = a 2(n,m,r)r'P;;' _ I + a 3(n,m,r)r'P;;' + I' 

a 2 = [fl (r)lK] aKr [Kryn (Kr)] (n + m)(n + 1)1(2n + I), 
(46) 

a 3 = - [fl(r)/K] aKr[Kryn(Kr)](n -m + l)n/(2n + 1). 

The term - ~ sin 8 Y~'(r) has been expressed in terms of 
C;;' ,B;;' before.30 This is used to express the (} component of 
(45) in terms of vector spherical harmonics. The result is 
readily verified by using the definitions of the Appendix, 
recurrence relations for P;;' and the differential equation sa
tisfying p;;': 
~ ~ I 
66'vXNnm = a 4(n,m,r)B;;' _ 1 

+ as(n,m,r)B;;' + 1 + a 6(n,m,r)C;;', 

a4 = [fl(r)/K]n(n + 1 lin (Kr)(n + I)(n + m)/(2n + I), 
as = - [fl (r)lK]n(n + 1 lin (Kr)(n - m + l)n/(2n + I), (47) 

a 6 = - [fl (r)lK ]n(n + 1 lin (Kr)im. 

Therefore, the sources are given by 
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jm = iUJJ.Lo(E - Eo) I [I',C;;' + /12B;;' + /13P;;'] , 
n.m 

(48) 
/12(n,m,r) = bn + l,ma4(n + l,m,r) + bn _ "maS(n - l,m,r), 

/13(n,m,r) = cnma,(n,m,r) + bn+ "ma2(n + l,m,r) 

+ bn _ t.ma3(n - l,m,r). 

Similarly 

je = -K(E-Eo) I [yIC;;' + Y2B;;' + Y3P;;'] , (49) 
n,m 

where YI'YZ,Y3 are obtained from/1J32,/J3 (48) by interchang
ing bnm and cnm . 

We are now ready to represent EA ,H,1 in a closed, al
though highly compacted manner. In preparation for this we 
define 

W = ( _ l)m 2n + 1 (Ml + Nt ) 
nm n(n + 1) n,m n,m' 

Ur;: = YIC;;' + /12B;;' + /13P;, 

v;;' = /1IC;;' + Y2Br;: + Y3P;;', 
(50) 

We now exploit the orthogonality relations (Appendix), and 
VXM = KN, VXN = KM, to obtain 

k 2UJJ.L E,1 = ___ 0 (E - Eo) 
41T 

x{~ Mnm(r) f Wn,_m( p).u;;,( p)dV( p) 

+ Nnm(r) f Wn,-m( p).v;;, dV( PI}. (51) 

By extending the integration limit to p = a, the field at r = a 
is obtained. The detailed manipulations of (51), using ortho
gonality relations of the Appendix, reduce it to an integra
tion over p. The details are not shown here, in the interest of 
saving space. A similar expression is obtained for H,1. The 
solution (51) can be rewritten in the form 

(52) 
n,m 

where the coefficients enm'/nm are derived by computing the 
integrals (51). The field at r = a in directions 9,~ is equated 
to the corresponding tangential components of E~ , 

(53) 
n.m 

in the external domain at the boundary. From this the coeffi-
cients gnm ,hnm are found. Using Maxwell's equation 
VXE~ = iUJJ.LoH~, the mate H~ field is derived. Therefore, 
the problem is solved. 

Although (41) specializes the problem to rotation about 
the polar axis, arbitrary directions can be considered, using 
addition theorems for spherical vector waves, as given by 
Edmonds3

' and Stein?2 
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APPENDIX 

Vector spherical waves and harmonics are defined: 

Mnm (r) = hn (kr)C:;'(r), 

C:;'(r) = - rXVY:;'(r) = (0 ~4> - ¢Jo)Y:;'(r), 
Sin e 

Nnm(r) = {n(n + 1)hn(kr)P:;'(r) 

+ Jkr [krhn (kr)] B:;'(r)}lkr, 

P:;'(r) = r Y :;'(r), 

B:;'(r) = rxC:;'(r) = (~~ + OJo)Y:;'(r), 
Sin e 

Y:;'(r) = P :;'(cos e )eim4>, 

Y;: m = ( _ 1)m[(n _ m)!/(n + m)!JP:;'(cos e )eim 4>, 

where J 4> denotes J I J¢, etc., P:;' are the associated Legendre 
functions, and h m are the spherical Hankel functions. 

Orthogonality relations: 

J c-m'C::dfl 
n v 

= J Bn-m.w: dfl = n(n + 1) J Pn-m.p~ dfl 

= ( _ 1)m4'm5 D n(n + 1) 
nv mp 2n + 1 ' 

J dfl = f1T d¢ 11T sin e dO. 
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nonzero is used to define a reproducing kernel in the energy parameters. The values of the kernel 
at the positive Harris energy eigenvalues are shown to be related to the numerical weights at these 
eigenvalues. 
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I. INTRODUCTION 

It has long been known 1--4 that the partial wave kinetic 
energy operator HO = -! d 2/ d,.z + / (/ + 1 )/2,.z has a tridia
gonal representation in the complete Slater5 or oscillator ba
sis set { l<Pn) J;;' = a with fixed scale parameter. This has meant 
that when the eigenvector solution Ix 0) to the Schrodinger 
equation J (E) IxO

) = (H ° - E) IxO) = 0 is expanded in 
terms of the basis, i.e., IxO) = };;;' = OZn l<Pn), the set {zn J;' = a 

satisfies the three-term recursion relation I n•n _ I Zn _ I 
+ In.nzn + I n.n + I Zn + I = O. Due to the fact that this rela

tion is one basic starting point of the theory of orthogonal 
polynomials, the tools of this theory have been exploited4 to 
characterize the solution Ix 0). 

One immediate result is that two independent solutions 
Zn = sn and zn = cn exist such that Y(r) = (rlx?) 
= };,;" = OSn (rl<Pn) and ~ (r) = (rlx~) = };,;" = oCn (rl<Pn) be

have asymptotically sinelike and cosinelike, respectively. 
Another result has been that if H O is restricted to the sub
space spanned by the finite set { l<Pn) J ~:: 6, then a set of ei
g~nvectors may be taken to be {I iIi(E~» ):':01 such that 
11JI0(E~» = };~,: ~so(E~ )1<Pn)' where {E~): ':01 aretheNze
ros of the function sN(E). Further, it has been shown4 that 
[<IJIO(E~)IIJIO(E~)-Il is the set of numerical weights asso
ciated with the set of abscissa {E ~ ). This fact has been uti
lized with success in conjunction with the Fredholm tech
nique to do scattering calculations using a finite matrix 
representation of both the given potential Vas well as the 
unperturbed Hamiltonian HO. 

On the other hand, theJ-matrix6
•
7 method works with a 

complete set of basis vectors [ l<Pn ) J,;" = 0' since H a can be 
solved exactly in the entire space. Only the given potential, 
however, needs to be restricted to the finite subspace UN 
spanned by [ I <P n ) ) ~ ,: ~. If P N is the projection operator8 on 
UN' then the eigenvector solution to the model Schrodinger 
equation, (H ° + P ~ VP N ) Ix) = E Ix), can be written as 
Ix) =};~'::~Tn(E)I<Pn) +};;;'=N(Sn +tcn)/(1 +t2) 1/2 1<Pn) 
with t being interpreted as the exact tangent ofthe phase shift 
caused by the potential (P ~ V P N)' If Tn (E ) is defined to be 
(sn + ten)!(1 + t 2

)1/2 for n;N, then theN Harris9 energy 
eigenvalues of the restricted full Hamiltonian P1(HO 
+ V)PN are the Nzeros, [Eq ):'::01, ofTN(E). With this simi-

.) Present address: Physics Department, University of Petroleum and Min
erals, Dhahran, Saudi Arabia. 

larity between Tn and sn and the fact that Tn (E) = sn (E) 
when V = 0, the question is asked [with I iii (Eq) 
= };~:: ~ T(Eq)l<Pn) ] if the set [ (iIi(Eq)l~ (Eq) -I)~ = a can 

be interpreted as the numerical weights associated with the 

set! Eq ) ~,: 01
• 

In this paper we will answer in the positive the question 
posed above. In Sec. II we give a brief review of the J-matrix 
method to define the terms used subsequently. In Sec. III we 
establish that (iIi(E)1 ~(E ') is a reproducing kernel and in
vestigate some of its special values and limit behavior. In 
particular, with the help of a suitably defined spectral func
tion we show that (iIi(Eq)1 iii (Eq) -I can indeed be inter
preted as the numerical weights associated with the positive 
energy subset of [Eq J:,: 01

• Finally, in conjunction with the 
"inverse" Fredholm determinant, we present in Sec. IV a 
numerical example using a one-term separable Yukawa po
tential lO that possesses a bound state. We compare the 
weight computed using the J-matrix reproducing kernel 
with those obtained by the Heller derivative rule. II We com
pare the phase shift using the two sets of weights with the 
exact answer. 

II. REVIEW OF THE J-MATRIX METHOD 

This method employs6,7 as a complete set of basis vec
tors, [1<Pn) ),;"= 0' either the Slater set 

<Pn(r) = (rl<Pn) = ;1+ Ie -1;/
2L ~I+ 1(;), n = 0,1, ... (2.1) 

or the oscillator set 

<Pn (r) = (rl<Pn) =; 1 + Ie -1;'/2L ~ + 112(; 2), n = 0,1, ... , (2,2) 

where; = A.r and A. is a free scaling parameter. The set 
( I¢n > );;,= a is defined as the dual basis, i.e., 

(2.3) 
Given a short-range radial potential V, the J-matrix method 
finds the exact scattering solution to the model potential V 
derived by restricting V to the subspace UN spanned by the 
finite set II<Pn ) ) ~,: ~: 

VIr) = P~ V PN , 

where 
N-I 

(2.4) 

PN = I l<Pn > (¢n I (2,5) 
n=O 

is the projection operatorS on the subspace UN' The adjoint 
operator has a similar interpretation in the dual space. 
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The energy eigenvector Ix (E) which satisfies the 
Schrodinger equation 

(Ho + V-E)lx(E) =0 (2.6) 

has the representation 

Here S n and en are the components of the eigenvector of the 
free Hamiltonian which behave asymptotically sinelike and 
cosinelike, respectively; i.e., 

Y(r) i: sn (E )¢n (r) - IT sin(kr _ hr), 
n=O' Hoo \J1Tk 2 

(2.8a) 

~(r)_ i: cn(E)¢n(r) - IT cos(kr- 11T). 
n=O Hoo\J1Tk 2 

(2.8b) 

The vector I «P (E) is written as 
N-I 

I«P(E) = I l¢n)Tn(E) (2.9) 
n=O 

with restriction on Tn (E ) so as to make Ix (E ) normalized in 
the sense that 

(x (E)lx(E') =o(E-E'). (2.10) 

With t (E ) as the tangent of the phase shift caused by V, 
(rlx (E) behaves asymptotically as 

(rlx (E) - IT sin(kr - 11T + 0). (2.11) 
r~oo \J1Tk 2 

The J-matrix method solves for the set of quantities! t (E ), 
Tn (E ) J ~ :: ~ with the following explicit results8.12.13: 

(i) t(E)= _ SN-IIE) +gN_I,N_I(E)JN_I'N(E)SN(E) , 

CN - IiE ) +gN I,N _I(E)JN 1.,v(E)cN(E) 
(2.12) 

(ii) Tn(E)= -gn.N_I(E)JN_I,N(E)TN(E), 

where J = H 0 - E is the J-matrix, and 

(2.13a) 

gn.m = (¢n I [P~(J + V)PN] -11¢m)' (2.13b) 

TN(E) = (1 + t 2(E))-1/2(SN(E) + t(E)cN(E)). (2.14) 

More explicitly, if we define 
N-I 

I tflq) = I I¢n )rnq (2.15) 
n=O 

such that 

then 

(tflq IP ~(J + VW", I tflq,) = Eqoqq" 

N-Ir r 
gnrn(E) = I nq mq , 

q=O Eq-E 

(2, 16) 

(2.17) 

We note in passing that TN vanishes at the Harris energy 
eigenvalues, i.e., 

(2.18) 

It can be seen that I «P (E) is the infinite-dimensional 
analog (with continuous energy parameter) to the finite-di
mensionall tflq). Furthermore, there is a corresponding rela-
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tionship between Tn (E) and r n,! which can be seen clearly by 
using Eq, (2.15) twice to first obtain 

Tn(E) = gn,N- dE) 

Tm(E) gm,N- dE)' 
(2.19) 

then by taking the limit as E-+Eq, and using Eq. (2,13) to get 

Tn (Eq) rn,q 

This means that 

r r 
-,-"q- == ~ == d 
T,,(Eq) Tm(Eq) q 

(2.20) 

(2.21) 

is dependent only on q. This result has the interesting conse
quence that 

(2.22) 

It will be shown in Sec. III that dq is related to the numerical 
weights atE = E q • It is useful to finally note that the Green's 
matrix elements gnm (E) of Eq, (2.17) can now be written as 

s- J T (E )T (E ) 
- (E) = '\;"' d 2 " q m q 
g"m L.. q E -E . 

q~O q 

(2.23) 

III. THE REPRODUCING KERNEL 

Before we proceed to define the reproducing kernel, dis
cuss its properties, and find its values in special cases, it is 
useful to introduce some quantities in the dual space. Corre
sponding to Tn (E), which can be written 

T,,(E)= (¢"I«P(E) = (¢"IPNix(E), 

we define 

T,,(E) = (<<P(E)I¢,,) = (x(E)IP~I¢n)' 

It is then clear that 
N I 

Tn(E) = I Tm(E)Smn' 
Hi ---0 

where the overlap matrix Sm" is given by 

Also, corresponding to rn,q' we define 
/v - 1 

Ymq = I r"qSm,,' 
n -,-- () 

It then follows that 

and 

,v- 1 

I Y mqrnq = Om" 
q c- () 

,\"-- J 

I Ymqr mq' = Oqq" 
m =0 

(3.1) 

(3,2) 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

(3,7) 

signifying the orthogonality of the matrix which diagona
lizes [P~(J + V)PN] in the subspace UN' 

A. Definition and properties of the reproducing kernel 

The reproducing kernel KN(E, E') is defined as 

KN(E, E') = («P(E)I<<P(E'), (3.8) 
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From the definition it is clear that K N(E, E') is symmetric; 
i.e., 

KN(E,E') =KN(E',E). (3.9) 

More explicitly, we have 
N-I 

KN(E, E') = I Tn(E)Tn(E'). (3.10) 
n=O 

Using the definition for Tn and Tn, and the fact that P N is 
idempotent, we immediately have 

KN(E, E') = (x(E)IP~PNlx(E'), (3.11) 

which with the help of the orthogonality relation (2.10) 
yields the result 

lim KN(E, E') = 8(E - E '). (3.12) 
.v- "'00 

To obtain a closed form expression for KN(E, E '), we start 
with the expression (3.10) and use the explicit form of Tn (E) 
and relation (2.13a) to get 

KN(E, E') = [IN_I,N(E)T;y(E)] [IN_l.N(E')T,v(E')] 

N-IN-I 

X I I gm,,v .. I (E )Smng",N - I (E '). 
m=-O n=O 

(3.13) 

Further simplification ofEq. (3.13) results from using the 
explicit expression (2.17) for gn,m (E) and the orthogonality 
relation (3.7) to obtain 

KN(E, E') = [IN_I,,v(E)TN(E)] [J.\'_I,N(E')TN(E')] 

,v-I r 2 

X r N-l.q, , (3.14) 
q ~ 0 (Eq - E )(Eq - E ) 

The denominator in the sum can be factored, resulting in 

KN(E,E') 

= [IN_I,N(E)TN(E)] [IN_l,lv(E')TN(E')] 

X [gN-I,N-I (E) -gN-l,N-1 (E')]/(E - E'). 

This is the first closed form expression for KN(E, E '). An
other form results from using Eq. (2.13a). Thus 

KN(E, E') = [TN_. I (E')JN_I.N(E)TN(E) 

- TN_ I (E)JN_I.N(E')TN(E')]/(E - E'J. 
(3.15) 

This is the equivalent expression to the Christoffel-Darboux 
formula usually encountered in the theory of orthogonal 
polynomials. 

B. SpeCial cases of K N (E, E,) 

Using the expression derived in the previous subsection 
and taking the appropriate limit when necessary we can easi
ly derive the following special values for K N (E, E '): 

(i) KN(E,E) = W(TN_dE),JN_I,N(E)TN(E)), (3.16) 

where Wis the Wronskian. On the other hand, Eq. (3.14) 
yields 

N-I r 2 

KN(E,E) = [IN_ I,N(E)TN(E)]2 I N-I·q2 (3.17) 
q~O (E-Eq) 
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which is a positive definite quantity. Furthermore, noting 
Eq. (2.13a), we may write 

(iii) KN(Eq, Eq.) = 0 if Eq #Eq.; (3.20) 
(iv) KN(Eq , Eq) = TN_ 1 (Eq)JN_I.N(Eq) 

(3.21) 

which results from (3.19) by taking the appropriate limit. 
Furthermore by taking the limit of(3.18) as E-+Eq we obtain 

KN(Eq, Eq) = T7v_1 (Eq)lr7v_I,q, (3.22) 

which can be cast in the form 

KN(Eq, Eq) = I (¢N- II if/(Eq ) 12/1 (¢N-II tJiq W . (3.23) 

This has the interesting interpretati~n that KN(Eq , Eq) is the 
ratio squared of the component of I tJi (Eq) to that of I tJiq) at 
the "boundary" of the subspace UN' Result (3.22) can be 
made more general due to relation (2.20). In fact, 

K (E E) = Tn(Eq) Tm(Eq) 
N q' q r r 

n.q m,q 

is independent of any m,n<,N - 1. 
With the definition 

Wq = l/KN(Eq , Eq), 

we may write the relation (2.22) as 

ItJiq) =.JW;Iif/(Eq). 

(3.24) 

(3.25) 

(3.26) 

In the Sec. IUD we will explain the sense in which [wq j 
can be interpreted as the numerical weight associated with 
the set of Harris energy eigenvalues [Eq j. 

C. The spectral function and reproducing property 

As a prelude to proving the reproducing property of 
KN(E, E') we define the spectral function 14 O'N(E) as a step 
function which is constant except at Eq , and whose jump at 
Eq is wq. More specifically, 

for E>O, 

for E <0. 

Hence, 

dO'N(E) N-I 
-~...:...= r wq8(E-Eq ). 

dE q~O 
(3.27) 

We first prove two lemmas. 

Lemma 1: The sets [ Tn (E )j : ,:-d and [Tn (E )j : ,:-dare 
mutually orthogonal in the sense that 

(3.28) 
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Proof 

J Tn (E)Tm(E)duN(E) = :~~ WqTn (Eq)Tm(Eq). 

Writingwq a~Fn.qr m,qlTn (Eq)Tm (Eq), and noting the defin
ition (3.3) of Tm (E) and the orthogonality property (3.6), we 
find that 

J Tn (E)Tm(E)duN = :~~ rnqYmq = {jnm' 

Lemma 2: 

(3.29) 

Proof This is a special case of the reproducing property 

J KN(E, E')duN(E') = :~~ WqKN(E, Eq). 

Using the special case (3.9), we write 

f KN(E, E')duN(E') 

= N~I Wq TN_dE q ) J (E)T (E) 
£.. E _ E N - I,N N 

q=O q 

=1. 

The last equality is verified in Appendix A. 

Now, we are ready to prove the reproducing property. 
Lemma 3: 

f KN(E, E')f(E')duN(E') =f(E) (3.30) 

provided, for some Ic" l~~d, fiE) can be represented as 
N-I 

f(E)= L cnTn(E). 
"=0 

Proof It suffices to takef(E) = Tm(E) for some 
m<N - 1. Then with the help of(3.19) we have 

f KN(E, E')Tm(E')duN(E') 

N-I 

= L WqKN(E, Eq)Tm(E,,) 
q=O 

N-I {T (E ) } 
= L N-=-I q IN_I,N(E)TN(E) Tm(Eq). 

q=O E Eq 

(3.31) 

Recalling the definition of gm,N _ I (E ) and the relation 
(2.I3a), we have 

J KN(E, E')Tm(E')duN(E') 

= -gm,N- dE)JN_l,N(E)TN(E) = Tm(E). 

D. Numerical weights associated with the Harris 
eigenvalues I Eq J ~::: 6 

When V = 0, the resulting set I w~ I ~::: 01
, has already 

been shown4 to be the numerical weights associated with free 
Hamiltonian energy eigenvalues I E ~ 1:::: d. Furthermore, 
the full Green's operator 

g(z) = L IXb)(Xbl + (OC IX(E)(X(E)I dE (3.32) 
b Eb -z Jo E - Z 

has the matrix elements 

g",m(z) = (~n Ig(z)l~m) 

= L <~"IXb)<Xbl~m) 
b Eb -z 

+ (00 dE <~nIX(E)(X(E)I~m), 
Jo E-z 

(3.33) 

where the sum is over bound states of the full Hamiltonian 
(H0 + P1 V PN ). 

If n, m<N - 1, then 

(z) = '" (~" IXb) (Xb I~m) 
gn,m £.. E 

b b -z 

+ ('" dE T,,(E)Tm(E) dE. 
Jo E-z 

(3.34) 

For z complex and away from the real energy axis the 
integral can be approximated by a quadrature. If the set 
I E q : Eq > 01 is chosen as the set of abscissas, and I flq 1 is 
the associated set of numerical weights, then we may write 

(OC dE TOlE) TmIE ) ~ L flq TmlEql TmlEq) (3.35) 
Jo E - Z Eq>O Eq - z 

On the other hand, from (2.23), (3.24), and (3.25), we have 

TABLE I. Numerical weights l5Jq I associated with the abscissas I Eq I calculated analytically compared with the weights In. I as calculated by the Heller 
derivative rule. Results are given for the s-wave Hamiltonian with potential V = - 21Tlu > < ul, u(r) = e - 'fr, and Slater basis with N = 10 and a scale 
parameter A = 3.2 is used. 

q E. x. flq {7J q 

0 - 0.113 49E + 01 
1 0.387 O4E - 01 - 0.941 30E + 00 0.117 44E + 00 0.115 59E + 00 
2 0.161 94E + 00 - 0.775 38E + 00 0.211 69E + 00 0.211 83E + 00 
3 0.395 70E + 00 - 0.527 72E + 00 0.278 13E + 00 0.278 09E + 00 
4 0.800 84E + 00 - 0.230 27E + 00 0.311 22E + 00 0.311 25E + 00 
5 0.15145E + 01 0,839 24E - 01 0.311 95E + 00 0.311 93E + 00 
6 0.287 40E + 01 0.383 72E + 00 0.283 17E + 00 0.283 lIE + 00 
7 0.587 17E + OJ 0.642 O4E + 00 0.230 03E + 00 0,230 04E + 00 
8 0,145 38E + 02 0.838 16E + 00 0.160 18E+00 0.160 06E + 00 
9 0.615 75E + 02 0.959 27E + 00 0.814 83E - 01 0.813 27E - 01 
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TABLE II. S-wave phase shift for scattering from the separable potential V = - 21Tlu > < u I with u(r) = e - , fr. The inverse Fredholm technique is used 
utilizing w. and n. of Table I, respectively. The results are compared with the J-matrix phase shift in the same approximation, namely, Slater basis with 
N = 10 and Ii = 3.2, and also with the exact result. 

Phase shift 
k (a.u.) using n. 

0.25 0.256 436E + 01 
0.50 0.203 266E + 01 
1.00 0.12620IE+01 
2.00 0.520 271E + 00 
3.00 0.245 732E + 00 
4.00 0.130 409E + 00 
5.00 0.758 118E - 01 

Phase shift 
usingw. 

0.255 988E + 01 
0.203 534E + 01 
0.126 257E + 01 
0.520 419E + 00 
0.245 805E + 00 
0.130 410E + 00 
0.758 446E - 01 

TnlEql T mIE.I • 

Eq -z 
(3.36) 

comparing this with (3.35), we conclude thatthe set 1 lUq: Eq 
> O} is the numerical weights associated with the set of ab
scissas IEq: Eq>O}. 

IV. AN EXAMPLE USING THE INVERSE FREDHOLM 
DETERMINANT 

To test numerically the results of the previous section, 
we utilize the L 2-Fredholm technique. 3

,4 Unlike the usual 
treatment which starts with the Fredholm determinant 

D (z) = det( z - Ho ), z-H 
(4.1) 

we here start with the inverse Fredholm determinant 

D -I(Z) = det(z - HO). 
z-H 

(4.2) 

It is easy to show that, except for the introduction of the 
bound states, the inverse determinant D -I(Z) has similar 
properties to D (z) itself. In particular, 

(i) D -I(E + iE) = ID -1(E)le+i6IEI-B(E) - i1TA (E), 
(4.3) 

(ii) D -I(Z) = 1 + I ~ + 1'" A (E) dE, (4.4) 
b Z-Eb 0 z-E 

where the sum is over the bound states of H, and ab are the 
residues of D - I(Z) at bound-state energies. 

(iii) The real and imaginary parts of D -I(E + iE) are 
related by the dispersion relation 

B(E) = 1 + I ab + 91'" A (E') dE'. (4.5) 
b E-Eb 0 E-E' 

An approximate determinant D a-;'~rox (z) arising from 
diagonalization of both H ° and H in the finite basis 
II¢ln) } ~,:-d (resulting in the eigenvalues 1 E~} ~,:-d and 
IEq l~':-Ol) will have the form 

N-I(Z_EO) 
D a-;;~rox (z) = II _ E q 

q~O Z q 
(4.6) 

(4.7) 
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J-matrix 
phase shift 

0.255 842E + 01 
0.203 550E + 01 
0.126 267E + 01 
0.520 SlOE + 00 
0.245 852E + 00 
0.130 446E + 00 
0.758 594E - 01 

Exact 
phase shift 

0.255 838E + 01 
0.203 550E + 01 
0.126 263E + 01 
0.520 456E + 00 
0.245 815E + 00 
0.130 4l5E + 00 
0.758 509E - 01 

where the last sum in (4.7) gives the quadrature approxima
tion in the integral of (4.4). We now use the quadrature 
weights lUq derived in Sec. III. Using the transformation 

X= E-A2/8 (4.8) 
E +..1, 2/8 

and making the definition 

_ (dX) lU - - lU 
q - dE E~Eq q' 

(4.9) 

we then have 

N- I (E - EO) A approx(E )(dE /dx) 
B (E) = II q + ------'~--.-.:..~ 

q~O E - Eq F(x) 

X(9f+ I F(x')dx' _ I WqF(Xq )) 

- I E - E (x') E.;>O E - Eq , 

and A approx(E ) is obtained by interpolating the values 
IA (Eq): Eq >OJ, where 

(4.10) 

A approx(Eq) = hq/lUq . (4.11) 

For convenience, we have taken 15 F(x) to be (1 - x2)1I2. The 
example we have chosen for the potential is the one-term 
separable Yukawa potential 

v= -21T/U)(U/, 
with 

u(r) = (rlu) =e-'/r. 

(4.12) 

(4.13) 

We have used the Slater basis with ..1,= 3.2 and N = 10. In 
Table I we give Wq and compare it with the Heller deriva
tive ll weights nq. These are obtained by interpolating Xq 
(corresponding to Eq >0) in q such that 

[x(1J)] '7 ~ q = x q • (4.14) 

Then 

(4.15) 

We see that the agreement is excellent. 
In Table II we calculate () (E) for several values of the 

energy using both wand n, and compare them with the J
matrix () (E) ofEq. (2.12) and the exact result. 10 

APPENDIX A 

Since 

(AI) 
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and 

we can write 

[

N-l /, ] 
gN_l,N_dE)=TN_1(E) I q . 

q=O Eq - E 

To solve for /q, we cast (A3) in the form 

[

N-l /, ] 

TN-dE)=gN_l,N_dE ) ~ E ~E ' 
q -0 q 

and then take the limit E_Eq to obtain 

TN_ dEq) = WqT~_ dEn)! /q 

or 

i q =WqTN_dEq), 

Inserting the result back into (A3), we have 

N-l T (E) 
gN-l,N-l (E) = TN- 1 (E) I Wq N-l q 

q=O Eq - E 

and using (A 1) again for TN _ 1 (E), we finally get 
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as it applies both to the set I E ~ I and I Eq I is given in Ref. 12. 
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Scattering by the Coulomb plus Graz separable potential is studied by employing a coordinate 
space approach to the problem. Exact analytical expressions for on- and off-shell Jost functions 
J;(k) andJ;(k,q) are constructed and certain useful checks are made with regard to their limiting 
behavior and on-shell discontinuity. 

PACS numbers: 03.65.Nk, 25.10. + s 

I. INTRODUCTION 

with 

p = ({3 + ik )/2ik . (6) 

In two recent papers 1.2 (hereafter referred as papers I 
and II) we developed a method to treat the problem in the 
title, which does not make explicit use of the two-potential 
theorem. 3 Concentrating on the s-wave problem we solved 
the associated radial Schrodinger equation for some useful 
Coulomb plus nucleon-nucleon interactions with regular 
boundary condition4 and constructed expressions for on
and off-shell Jost functions4

-
7 by making use of certain inte

gral representations for the latter. 

Applying the Laplace transform method of paper I in (5) we 
obtain the regular solution ~l(k,r) in the form 

In the present paper we extend the results of papers I 
and II to higher partial waves by working with a form of the 
Graz potential8 in uncoupled partial waves as used by van 
Haeringen and Kok.9 In Sec. II we solve the Schrodinger 
equation for the Coulomb plus Graz potential and use this 
result in Sec. III to construct expressions for on- and off
shell Jost functions. Finally, in Sec. IV we present some con
cluding remarks. 

II. REGULAR SOLUTION FOR COULOMB PLUS GRAZ 
POTENTIAL 

In the representation space the rank-l Graz separable 
potential8 is written as 

VI (r,r') = -AI2- 21 (l!)-2(rr')I-le -f3(r+r'l. (1) 

The radial Schrodinger equation at a center of mass energy 
E = k 2 for the Coulomb plus potential in (1) is 

[:; +k 2 _ 2~k _ 1(/; l)]~I(k,r)=dl(k),.te-f3r (2) 

with 

dl(k) = -AI2-21(l!)-2ioosle-f3S~I(k,S)dS, (3) 

and'r] the well-known Sommerfeld parameter. To solve (2) 
for the regular boundary condition we change the variable 
by substituting 

~l(k,r) = ,.t + leikrgdk,r) , 

r= -z/2ik, 

and get 

(4) 

~l(k,r) = ,.t + leikr<p (I + 1 + i'r],21 + 2; - 2ikr) 

d(k) 00 n-I 
- _l_,.t+leikr I P e 

2ik n = 1 (n - I)! n 

X(I + 1 + i'r],21 + 2; - 2ikr). (7) 

The result for dl(k) is determined lO by substituting (7) in (3), 
and we have 

d(k)= -A 2-
21

(l!)-2r(2/+2)e2'7Y 

I I DI(k)({32+k2)1+1 
(8) 

with y = arctan k / {3. Here 

X 2F1 1,1 + 1 + n + i'r];n + 1; --.-( 
- 2ik) 

{3 -lk 
(9) 

is the Fredholm determinant associated with the regular so
lution for the Coulomb plus Graz potential. Thus 

~l(k,r) = ,.t + leikr<p (I + 1 + i'r],2! + 2; - 2ikr) 

00 n - 1 

X I P 8n (1 + 1 + i'r],21 + 2; - 2ikr). (10) 
n= 1 (n - I)! 

The function 8 (T (a,c;z) has been defined in (20) of paper I. 
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III. JOST FUNCTIONS 

For the I th partial wave the on-shell Jost function is 
obtained from the integral representation4-6 

k Ie - i1rl12 
.t;(k)=ff(k)+ (2/+ I)!! 

xL" L'" rr' dr dr'ff(k,r)V/(r,r') X I/ll (k,r') , (11) 

where 

ff(k) = e1TTf12r(1 + l)1r(1 + 1 + iYJ) (12) 

stands for the Coulomb Jost function. The Coulomb Jost 
solution is given by4 

ff(k,r) = - (2kr)1 + lie1TTf/2eilkr -11r121 

X 1/1(1 + 1 + iYJ,21 + 2; - 2ikr) (13) 

with 1/1 (a,c;z) an irregular confluent hypergeometric func
tion. Substituting (1), (10), and (13) in (11) we get 

.t; (k) = J«k) _ k Ie - i1r1 d (k )(2k )1 + lie1r7J/2 
I I (21 + I)!! I 

X Loo~/+le-I/3-ik,r 

X 1/1 (I + 1 + iYJ,21 + 2; - 2ikr)dr . 

The integral in (14) can be evaluated by using ll 

(00 e -axxs- I 1/1 (b,d';llx)dx = r(1 + s - d )r(s) 
Jo r (1 + b + s - d ) 

Xa -S2FI(b,s;1 + b + s - d;1 - pia), 

Re s > 0, 1 + Re s > Re d . 

Thus 

.t;(k) 

(14) 

(15) 

Alii+ Ik 2/ + 1(21 + 1)!!e-i1rle1TTf/2e27JY 
=!I(k) + --~----------

r(1 + 2 + iYJ)D/(k)({3 - ik )21+2(fJ2 + k 2)/+ I 

X2FI(1 + 1 + iYJ,21 + 2;1 + 2 + iYJ; {3 + ~k). (16) 
fJ-Ik 

The potential in (1) goes over to the Yamaguchi potential for 
I = O. Thus for the s-wave (16) should yield our result in 
paper I for the Coulomb plus Yamaguchi potential. We 
show below this is indeed the case. 

For the s-wave (16) reads 

2ikA e1TTf/2e27JY( {3 - ik ) - 2 

fo(k) = f~(k) + r (2: iYJ}Do(k)( fJ 2 + k 2) 

F (1 . 22 . fJ + ik) X 2 I + 1"1, ; + 1"1; --.- . 
fJ-Ik 

(17) 

The Fredholm determinant Do(k ) coincides with that for the 
Coulomb plus Yamaguchi case. While making a comparison 
it should be noted that instead of the negative sign before A I 
in (1) the conventional Yamaguchi potential is written with a 
positive sign. We now transform the 2F] function occurring 
in (17) by the three-term recursion relation 12 

p(1 - xhFI(a,p + l;b;X) + !(a - p)(1 - x) + (b - p - all 
X2F](a,p;b;x) + (p - b hFI(a,p - l;b;x) = O. (18) 
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The relation (18) generates the set of hyper geometric func
tions which differ only inp-values with fixed values of a and 
b. The parameters a and b may be complex or real integers. 
In our case both these are complex. In view of (18), 

F (1 + i ,2'2 + i . {3 + ik) = _ (fJ - ik)(1 + iYJ) 
2 I "I, "I, fJ _ ik 2ik 

. F(1 . 12 . fJ+ ik ) - 1"12 I + 1"1, ; + 1"1; --.- . 
fJ -Ik 

(19) 

Using (19) in (17) we get 

fo(k) = f~ (k ) [ 1 - Do(k)( fJ 2~e:7J:)( fJ _ ik ) 

X{I- 2YJk 
(1 +iYJ)(fJ-ik) 

(20) 

which agrees with our previous result. It is of interest to 
remark that the result in paper I was obtained without the 
use of integral (15). The simple technique described there 
does not appear to work for higher partial waves. Thus, use 
of the standard integral of Slater ll was unavoidable for the 
present case. 

In terms of the regular solution I/lI(k,r) the expression 
for the off-shell Jost function is given by2.? 

.t;(k,q) = 1 + q e wI + I( qr) ...!L.-I/lI(k,r) 
I - i1r1 Loo [2 k 

(21 + I)!! 0 r 

with wI + I ( qr) the Riccati-Hankel function in the phase con
vention of Messiah. 13 Here q is an off-shell momentum. Us
ing in (21) the expansion of wI + I ( qr) given in paper II we get 
.t; (k,q) in the form 

A 2-/(/!)-lq-li-Ie27JY 
I'(k ) =fC(k ) _ ~I _~--=----__ 
JI,q I,q D/(k)(fJ2+k 2)/+1 

xi (-IY(/+j)![(fJ-iqy-I-I- (_iY~/YJ 
j ~ 0 }1(2iqy (I - J)! 

X f pn-I (/-j+n)! (~)n(k+q)j_I_1 
n~1 n! (n+2/+ 1) k+q 

X 3F2( 1,1 + 1 + n + iYJ,1 + 1 + n - j; 

1 +n,2/+2+n;~)], (22) 
k+q 

where 3F2 is a special case of the generalized hypergeometric 
function defined by 

00 (a dj ···(a m )jzj 
mFn (al,· .. ,am;/3I, .. ·,fJn;z) = I . (23) 

j~O (fJI)j· .. (fJn)j}1 

In (22)ff (k,q) is the off-shell Coulomb Jost function for the 
1 th partial wave,2 
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Ir(k,q) = I + i1] (~) ± (I + j)! (~)/-j+ 1 

21 (21 + I)!! q j ~ 0 j1 k + q 

x 2FI(1 + I + i1],1 - j + 1;21 + 2; ~) . (24) 
k+q 

The hypergeometric functions which occur in (24) can be 
generated by using the recurrence relation (18). In an earlier 
publication van Haeringen 14 performed some kind of re
grouping of the 2FI functions in (24) to write a convenient 
formula for IHk,q). 

For scattering on short-range potentials l5 

lim.t;(k,q) = .t;(k) . (25) 
q_k 

The Coulomb analog l6 of (25) is 

lim UJ/Hk,q) = I~(k ), k> 0, (26) 
q_k 

where 

(
q _ k)i'l eTr'l/2 

UJ = q + k r (1 + i1]) 
(27) 

Using the two-potential formalism in conjunction with the 
integral representation of the off-shell Coulomb Jost func
tion it has been found thae4 the general relation 

limUJ.t;(k,q) =.t;(k), k>O (28) 
q_k 

holds good for the Coulomb plus short-range potential. It is 
not immediately clear if our results for IHk,q) and.t;(k,q) 
satisfy the criteria in (26) and (28). Thus in Appendix A we 
present a proof in respect of this. 

IV. CONCLUDING REMARKS 

Based on observations in two recent papers, we have 
constructed exact analytical expressions for the on- and off
shell Jost functions for scattering by the Coulomb plus Graz 
potential which is believed to provide an accurate descrip
tion of the proton-proton system by means of separable in
teractions. We have made some useful checks on our expres
sions for .t;(k,q) with particular emphasis on their limiting 
behavior and on-shell discontinuity. 

APPENDIX A 

From (24) and (27) we have 

. c i1]eTrTf/
2 

hmUJ/I(k,q) = -----'------
q-k r(I + i1])21(21 + I)!! 

X lim (~)i'l(~) [I !(--.l:!L)1 + 1 

q-k q + k q k +q 

X 2FI(1 + I + i1],l + 1;21 + 2; ~) 
k+q 

+ ± (I + j)! (--.l:!L)/- j + ) 

j~1 j1 k+q 

X2F{/+ 1 +i1],l-j+ 1;2/+2; k~q)]' 
(AI) 

The hyper geometric function inside the summation in (A 1) is 
finite as q-+k. Thus 
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. (q _ k)i'l( k) I (I + j)! ( 2q )/- j + 1 11m -- - I----
q~k q + k q j ~ 1 J1 k + q 

X2FI(1 + 1 + 11],1- j + 1;21 + 2;~) = O. (A2) 
k+q 

On the other hand, 2FI (l + 1 + i1],1 + 1;21 + 2;2k I(k + q)) 
[ = 2F) (a,/3;y;zlJ exhibits a singularity in this limit since Re 
(a + /3 - y) = O. We deal with this by using transformation 
formula 

2F)(a,/3;y;z) = (I - zjY-a- 13zFI(Y - a,y -/3;y;Z) (A3) 

and the recursion relation 17 

r(y - /3z - ahF)(a,/3;y;z) - r(y - ahF1(a - l,/3;y;Z) 

+ a/3z(1 - zhF) (a + 1,/3 + I;y + 1;Z) = 0, (A4) 

and finally obtain 

. (q _ k)i'l( k)( 2q )1 + 1 

!~ q+k q k+q 

X zFI(l + I + i1],l + 1;21 + 2; ~) 
k+q 

_ r(l + i1])F(21 + 2) 

i1]r (I + I + i1]) 
(AS) 

The criterion in (26) now follows from (AI), (A2), and (AS). 
While dealing with the Coulomb plus separable poten

tial we specialize to the s-wave for simplicity of presentation. 
The generall-wave case can be treated similarly. For the s
wave (22) reads 

lo(k,q) = I~ (k,q) 

00 pn - 1 ( 2k )n 
X n~1 (n + 1) k + q 

X2F J(I,1 + n + i1];n + 2;~). (A6) 
k+q 

From (A6) and the s-wave form of (26) we can write 

lim UJlo(k,q) = I~ (k ) 
q~k 

+ 0 hm--A 1]e2'1YeTrTf
/
2 . (q - k)i'l 

Do(k )(/32 + k2)r(1 + i1])q~k q + k 

X(k+q)-I f ~(~)n 
n ~ 1 (n + 1) k + q 

X 2F 1(1,1 + n + i1];n + 2;~). (A7) 
k+q 

Transforming the hypergeometric function in (A 7) by 

2FJ (a,/3;y;z) = (I - z) - 13 

XzFI(/3,y-a;y;z/(z-I)), (A8) 

we have 
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lim(q-k)i1J(k+q)-1 f ~(~)n 
q~k q+k n~1 (n+ I) k+q 

X2FI(I,1 + n + i1J;n + 2;~) 
k+q 

=lim(q-k)-I f ~(~)n 
q~k n ~ I (n + I) q - k 

X2FI(1 + n + i1J;n + I;n + 2;~) . (A9) 
k-q 

The transformation in (AS) analytically continues 2FI 

(1,1 + n + i1J;n + 2;2k I(k + q)) beyond its circle of conver
gence. IS Thus, evaluation of the limit in (A9) can be facilitat
ed by the asymptotic behaviorl9 

F (a {3'Y;Z)- r(y)r( {3 - a) (_ z) - a 

2 I " r({3)r(y-a) 

+ r(y)F(a-{3) (_z)-f3 (AlO) 
r(a)r(y-{3) 

of 2FI (a,{3,y;z) for Z-ClJ. Equations (17) and (A6)-(AlO) can 
now be combined to show that 

lim wfo(k,q) = folk ) . (All) 
q-~k 

The treatment given above explicitly demonstrates that the 
criterion in (28) holds good both for Coulomb and Coulomb
like potentials. 14 
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A fully crossing symmetric vertex function was calculated in an exactly soluble model. It has 
branch points in the interaction strength whose positions are independent of the energy variables. 
The irreducible vertex parts entering the Bethe-Salpeter equations are more involved than the 
vertex function itself. 

PACS numbers: 03.80. + r, 11.1O.St, 11.50.Jg 

The four-point vertex function r, as defined via the 
four-point function % by the equation I 

% = GG + iGGrGG, (1 ) 

plays a central role in many-body theory. The two-particle 
propagator K (s), the particle-hole propagator F(t), and the 
self-energy 2 (liJ) can all be calculated from the same vertex 
function r, provided it satisfies crossing symmetry. At
tempts to calculate an approximate r have yielded a consis
tent K but an approximate F, Z or vice versa.3 Further ap
proaches have been only partially successful.4 Attempts to 
construct a r that satisfies all three Bethe-Salpeter equa
tions, thus guaranteeing crossing symmetry, result even for a 
simple model in an intractable power series.5 To the best of 
our knowledge, no fully crossing symmetric vertex function 
has ever been given, and therefore know ledge about its struc
ture is incomplete. In this paper we present novel features of 
an exact (hence crossing symmetric) vertex function calcu
lated in a soluble model. 

The model consists of two twice-degenerate single-par
ticle levels at energies E and 8. The interaction has matrix 
elements A between the unperturbed ground state and the 
two-particle two-hole excited state as in the Lipkin model.6 

I 

The two-point function G can be calculated directly from the 
spectral representation and the four-point function % is cal
culated from the definition 

(i)Z%1234(tl' tz, t3, t4) = (OIT [cI(tdcz(t2)c!(t4)C!(t3)] 10). (2) 

This enables us to calculate rby inverting the Fourier trans
form ofEq. (1). 

Each matrix entry of the vertex function r IZ34(s, t, u) 
thus calculated has a simple pole in each of the frequency 
variables liJ I , liJz, liJ 3, and liJ4 which correspond to the matrix 
labels (leg poles). The positions of those poles coincide with 
the corresponding entries of the self-energy matrix 213(liJ). A 
further left- and right-hand pole occurs in the variable 
s = liJ I + liJz, and corresponds to the A - 2 and A + 2 parti
cle systems, respectively. The two excited states of the A 
particle system arise as left- and right-hand poles in the var
iables t = liJ3 - liJ l and u = liJ3 - liJz. From this vertex func
tion, both F(t) and K (s) as well as 2 (liJ 3 ) are obtained by per
forming the appropriate integrals. The exact form of the 
vertex function is given elsewhere. 7 

Since the essential features of our findings are found in 
the simpler structure of F(t), we present only the matrix 
F24.31 (t) where each pair of indices runs over the labels 
pp, hh, ph, hp: 

a 2fJ2 a 2fJ2 a 2fJ 2 a2fJ 2 
0 0 ---- ---+--

t - 2{jj t + 2{jj t - 2(ij t + 2(ij 
a 2fJ2 a 2fJ2 a 2fJ2 a 2fJ2 

---+-- ----
F24.31 (t) = 

t - 2{jj t + 2(ij t - 2{jj t + 2{jj 

0 0 

0 0 

It is obvious that unlike an RP A solution the pole positions 
are real for any real interaction strength. Note that the RPA 
sum rule no longer holds and that F has entries outside the 
traditional RP A comer. While this was expected, there are 

0 0 

a 2 fJ2 afJ afJ 
(3) 

----- -----
t - (ij t + (ij t - (ij t + (ij 

a(3 afJ (32 a 2 
----- -----
t - (ij t + (ij t - (ij t + (ij 

features which appear to be new. 
In contrast to a previous conjecture,5 r has singularities 

in the interaction strength A which are independent of the 
frequency variables s, t, and u. The eigenmode frequency (ij 
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as a function of A has square root branch points at 
A = ± i(c - 8). These branch points appear in the vertex 
function and carryover to F(t) [Eq. (3)] and K (s). 

Branch-point singularities cannot emerge as a solution 
of a linear integral equation of the Fredholm type, as these 
solutions are meremorphic functions of the strength param
eter. Consequently, they cannot arise from solutions of the 
traditional approximations such as the RP A, the Galitskii 
ladder, or more sophisticated but still linear approaches.4 

While it is true that the RP A eigenmode frequency wRP 2 /2 A 
=((c-8) _A 2

)' hasabranchpointatA= ±(c-8), 
the singularities of FRPA ' as a function of A, are all frequency 
dependent and FRPA is single valued. 

The appearance of the branch points underlines the 
nonlinear character of the equations for r when starting 
from the bare interaction.5 When starting from the Bethe
Salpeter equations it follows that such branch points must 
appear in the respective inputs of these equations: 

r= r + (rGGr)s' 

r = ~ + (UJtGGr)" 

r= 'Jr + ('JrGGr)u' 

(4) 

For the sake of completeness one may ask for the re
spective inputs r, ~, or 'Jr in our model, as these are usual
ly believed to be simpler than r itself and therefore used as a 
starting point for realistic calculations. Knowing r we invert 
Eqs. (4) to obtain the respective irreducible vertex parts. De
spite the simpler form for r as described above, the irreduci
ble vertex parts each have an infinite number of poles corre
sponding to diagrams with an arbitrary number of 
simultaneous particle-hole propagations. Such diagrams 
clearly violate the Pauli principle, yet they must occur in r, 
UJt, or 'Jr. Only when the irreducible parts are combined to 
form the full vertex function do the offensive terms cancel. 

In Fig. I three sixth-order diagrams, relating to our 
model, are drawn, each having a u-pole, a pole in W 3, and a 
pole in WI' The first diagram is s-reducible, the second t
reducible, and the third is irreducible with respect to all three 
channels; they must be included in r, UJt, or 'Jr wherever 
appropriate. However, an expression of the above form does 
not appear in the full vertex function, since the different 
Feynman diagrams cancel when the subclasses are com
bined to form r. This explains why r, UJt, and 'If/' are more 
complicated than r, and indeed, in this simple model the 
"smaller" set of all irreducible diagrams (denoted by Yo) is 
more complicated than r itself. 

A fully crossing symmetric vertex function can be con
structed using Yo as input. 5 In particular, using the simplest 
expression for Yo, i.e., the bare interaction, one obtains in 
principle a r which obeys all the conditions of crossing sym
metry. However, this procedure violates the Pauli principle, 
and an exact Yo would contain, as part of the input, diagrams 
to exactly cancel terms yet to be generated. 

From the practical point of view this would scarcely be 
possible. However, the unphysical poles thus generated are 
expected to make an insignificant contribution as they occur 
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FIG. 1. Three sixth-order diagrams contributing to r phph ' Each diagram 
has the same pole structure. (a) is s-reducible, (b) is I-reducible, and (c) is 
irreducible. 

at high energies and have a small residue. 
Although our findings appear to cast doubt as to the 

usefulness of the Bethe-Salpeter equations, we feel that the 
physical concepts of highly collective states are valid, in par
ticular when large particle numbers are considered. Guided 
by these ideas one expects higher-order contributions to Yo to 
be unimportant and Eqs. (4) to be relevant from a practical 
viewpoint. 

The branch point in the interaction strength is probably 
of much greater physical relevance. We recall that the break
down of the RPA is often associated with a phase transition. 
This should clearly be revealed in an exactly soluble model,8 

and could in fact be signaled by a branch point in the interac
tion strength. As discussed above, we see the occurrence of 
this particular singularity as a consequence of crossing sym
metry. Whether connections to this effect can be established 
is subject to further investigations. 
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Hanbury Brown-Twiss effect 
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We comment on the possible application of the Hanbury Brown-Twiss method to the study of the 
classical statistical properties of weak gravitational radiation from chaotic microscopic sources. 

PACS numbers: 04.20. - q, 04.30. + x 

It is well known that one of the most important predic
tions of general relativity is the existence of gravitational 
waves. Much experimental and theoretical work is being 
done to detect and interpret this gravitational radiation. I In 
this paper we comment on the possible application of the 
Hanbury Brown-Twiss method2 to the analysis of the classi
cal statistical properties of the radiative part of the weak 
gravitational field. This treatment is based on the polarized 
classical degree of second-order coherence. 3 For the gravita
tional field at space-time points (1) and (2) in terms of obser
vable quantities this is given by 

(R :oxo (I)R :oxo (2)Rxoxo (2)Rxoxo (1) 

= 1 (R :oxo(I)Rxoxo(2) 12 

+ ( 1 Rxoxo(l) 12)( 1 Rxoxo(2) 1

2
), (1 ) 

where < ) denotes the ensemble average. Rxoxo is the radia
tive part of the linearized Riemann curvature tensor4 R xoxo 
= (K/2c2)a;r; withK = (161TG /c4) I 12, G = Newtoniangra

vitational constant, and r; is the + polarization state of 
the positive frequency part of the analytic5 gravitational sig
nal. The stochastic properties of the gravitational field are 
described by a Fourier expansion of r; . The complex Four
ier amplitudes are then regarded as random variables. 

As an example, consider weak gravitational radiation 
emitted by chaotic microscopic sources6 in thermal motion. 7 

For sources in motion along the z-axis with a Maxwellian 
velocity distribution, then from the statistical independence 
of the amplitudes and the ergodic theorem3 we obtain 

- 2 

( R. (I)R (2) _ .fK 
xoxo xoxo - 2(21T)1/2 flc3 

X f~ 00 wi exp[ - (Wk - wo)2/2fl2 + iWk'T]dwk' (2) 

where'T = tl - t2 + (1/C)(Z2 - zd and the product of Fourier 
expansions has been replaced by an integration. f is the 
time-averaged intensity and Wo the rest-frame frequency of 
the gravitational radiation. Performing the integration in 
Eq. (2) we have 

(R :oxo(I)Rxoxo(2) 

= (f ~ /2c3 ) [(rfl 4 - fl2 - w~) - i2ywofl2] 

xexp[!rfl 2 + iWo'TJ· (3) 

8) Permanent address. 

Substituting Eq. (3) in (1) yields 

(R :oxo( I)R :oxo(2)Rxoxo (2)Rxoxo( 1) 
f2K4 

= ~ {[ (rfl4 _ fl2 _ W~)2 + 4rw~fl4] 

Xexp( - rfl2) + (fl2 + w~ )2}. 
From Eq. (4) it is clear that for 'Tfl < 00, 

(R :oxo(I)R :oxo(2)Rxoxo(2)R (1) 

> ( 1 Rxoxo(l) 12) ( I Rxoxo(2) 12) 
= (K4f2 /4cO)(fl2 + W~)2. 

(4) 

(5) 

Consequently, gravitational radiation from sources in ther
mal motion show a positive HBT correlation. Hence, two 
detectors at two different space-time points with a response 
time less than the coherence time 'Tc = 1/fl of the radiation 
would exhibit a correlation in gravitational field fluctuations 
of the form in Eq. (4). 

A Gaussian spectral distribution due to the Doppler 
broadening of electromagnetic radiation due to sources in 
thermal motion leads to the resule 

(E:(I)E :(2)Ex(2)Ex(I) 

= (412/~c2)[exp( - £52r ) + 1], (6) 

where Eo is the permittivity, I is the time average light inten
sity, and the coherence time is 'Tc = 1/£5. Comparing Eqs. (4) 
and (6) shows that, unlike the electric field, the overall Gaus
sian profile of the gravitational HBT correlation function is 
modulated by a time-dependent factor. It is important to 
note the origin of the difference between Eqs. (4) and (6). 
Basically, the electromagnetic coherence function, as mea
sured by the ensemble average of the electric field strength 
E j is proportional to terms involving the first time deriva
tives of the vector potentialA j • On the other hand, the gravi
tational coherence function, as measured by the ensemble 
average of the tidal field strength R jojo ' is proportional to 
terms involving the second time derivatives of the gravita
tional potential Yij' The importance of the tidal force field 
R jojo as the observable quantity associated with the gravita
tional field can be traced directly back to the principle of 
equivalence and the meaning of the gravitational field as 
measured from a free-falling frame of reference. The compo
nents R jojo of the Riemann curvature tensor provide a real 
measure of the presence of a gravitational field through the 
mechanism of geodesic deviationS when the velocity of the 
detector is negligible compared to the speed of light. 
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A further example of gravitational radiation comes 
from consideration of collisions. If a microscopic source of 
gravitational radiation is considered to be emitting radiation 
continuously before and after a collision with the same fre
quency, then the net result of the collision is an abrupt and 
random change ofphase.9 The net result of multiple succes
sive collisions is a Lorentz spectral distribution which leads 
to the result, after a contour integration, 

I (R :oxo(1)Rxoxo{2) I 
t2 f r If'" (JJie''''k

T I = ----- d(JJk 
21TC3 _ = {(JJo - (JJk)2 + r 2 

= t2~ [{(JJ~ _r2)2+4u>~r2]1I2e-TlTi, (7) 
2c 

where 7 = t) - t2 + {l/C)(Z2 - zd. Hence, substituting Eq. 
(7) in Eq. (1) we have 

(R :oxo(1)R :oxo(2)Rxoxo{2)Rxoxo(1) 

= (t2f2/4c6)[((JJ~ - r2)2 + 4w6r2](e-2T1TI + 1). (8) 

From Eq. (8), for r 171 < 00 we have 

(R ~oxo(l)R ~oxo(2)Rxoxo(2)Rxoxo(1) 

> ( I R ~lxo 12) ( I R ~lxo 12) 
K

4f2 
= ~ [((JJ6 -r2)+ 4w6r2 ]. (9) 

Hence, gravitational sources in collision exhibit a positive 
HBT correlation of the form given by Eq. (8). For electro
magnetic sources with a Lorentz spectral distribution the 
electric field correlation function has the form3 

(E:(1)E~(2)Ex(2)E«1) = ~22 (e-2YITI + 1). (10) 
toe 

Hence, unlike the electromagnetic field, the overall gravita
tional Lorentz correlation profile is modified by the collision 
frequency. 

Comparing Eqs. (4) and (8) we see that Eq. (1) can serve 
to distinguish the coherence characteristics of the gravita
tional radiation associated with different spectral distribu
tions. The application of Eq. (1) is, however, by no means 
limited to these cases. In principle, this analysis can be ap
plied to the arbitrary gravitational spectral distribution asso
ciated with any collection of sources. 
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It should be mentioned that in the quantum-mechani
cal interpretation of the degree of second-order coherence 
for the electromagnetic field a positive Hanbury Brown
Twiss correlation manifests itself as a tendency for photons 
to arrive in pairs. This phenomenon is called photon bunch
ing. 2 The quantum-mechanical interpretation of a positive 
gravitational HBT correlation should, by analogy, indicate 
the existence of graviton bunching. This bunching is, how
ever, a characteristic of the chaotic nature of the sources. A 
coherent source would result in a zero HBT correlation or 
random graviton arrivals. 
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It has been conjectured that shear-free perfect fluids in general relativity, with an equation of state 
p = pip) and satisfying f-l + P=l=O, necessarily have either zero expansion or zero vorticity. We 
prove that this result holds in the restricted case when the fluid's vorticity and acceleration are 
parallel. Specifically, we prove that if the vorticity is nonzero, the fluid's volume expansion must 
vanish. 

PACS numbers: 04.20.Cv, 02.40. + m 

1. INTRODUCTION 

We shall assume in the following a familiarity with the 
kinematic quantities of a fluid, as given by Ellis I: 

Ui;j = (Tij + j ()hij + UJij - uiuj ' 

where ui is the future-pointing (timelike) unit tangent vector 
to the flow, ui is the acceleration, and (7ij' UJij' and g are 
respectively the (rate of) shear tensor, the (rate of) vorticity 
tensor, and the (rate of) volume expansion scalar. Shear-free 
fluids are characterized by the vanishing of (7 ij' The tensor h ij 
is the projection tensor, hij = gij + uiuj ' into the rest space of 
an observer whose 4-velocity is ui

• As usual, indices are 
raised and lowered with the metric tensor gij; our signature, 
units and conventions for the Riemann and Ricci tensors 
coincide with those of Ellis. I 

We shall suppose that the matter content of the space
time is a shear-free perfect fluid obeying Einstein's equations 

Rij - ~Rgij +Agij =f-luiUj +phij, 

where f-l is the energy density and p is the pressure of the 
fluid. We shall further suppose that f-l and p are related by a 
barotropic equation of state p = pip), and that f-l and p satisfy 
the physically reasonable requirement J.l + P=l=O. In fact, we 
could well impose the more stringent requirement f-l + P > 0, 
but for mathematical completeness we shall adopt the less 
restrictive condition f-l + p=l=O. 

It is important to note that, strictly speaking, the fluid is 
merely assumed to have vanishing shear in some open subset 
of the space-time manifold, and that, as such, our results will 
be local and not global. 

A number of existing results show that a shear-free per
fect fluid, with equation ofstatep = pip) such thatf-l + P=l=O, 
will have either vanishing vorticity or vanishing expansion, 
provided various additional assumptions are satisfied. The 
first result of this nature of which we are aware is due to 
G6del,2 who proved its validity for dust (p=O) space-times 
that are spatially homogeneous of Bianchi type IX. This re
sult was generalized to all dust space-times (irrespective of 
additional symmetries) by Ellis.3 It has also been generalized 
by various authors in another direction, viz., to all spatially 
homogeneous space-times. This was done first for specific 

-I Present address: Materials and Mechanics Branch, Atomic Energy of 
Canada Limited, Whiteshell Nuclear Research Establishment, Pinawa, 
Manitoba, ROE 1 LO, Canada. 

equations of state [Schiicking4 considered dust models and 
BanerW discussed the equations of state of the form 
p = (y - l)f-l, where yis a constant satisfying 1 < y#1,p] , and 
culminated in the result of King and Ellis,6 who showed that 
the result was valid even when the only restriction on the 
quantities f-l and p is f-l + P > O. We have since shown 7 that 
the result is valid for spatially homogeneous space-times un
der the more general conditionf-l + p=l=O. Finally, Treciokas 
and Ellis8 proved that for shear-free radiation (in which the 
equation of state is p = j{-l) either the vorticity or the expan
sion must vanish. This compendium of results leads one to 
suspect that the following conjecture holds: 

Conjecture: Any shear-free perfect fluid in general rela
tivity with an equation ofstatep = pip), such thatf-l + p=/=O, 
has either vanishing vorticity or vanishing expansion, i.e., 
a==O=xu() ==0. 
Here UJ and a are the vorticity and shear scalars, respective
ly, defined by UJ: = (!UJijUJij)1/2 and a: = (~dj(Tij)1/2. We know 
of exact solutions which satisfy the conditions of this conjec
ture (but we know of none which indicates that the conjec
ture is false). Among such solutions are the Friedmann
Robertson-Walker (FRW) models, and the solutions due to 
Wyman,9 Gbdel,lo Krasinski, II and Collins and Wainw
right. 12 We show in the present article that the above conjec
ture is true in yet another special case, viz., when the fluid's 
vorticity and acceleration are parallel. More precisely, we 
shall describe the dynamics using an orthonormal tetrad in 
which the timelike axis is aligned along the fluid flow, and 
with respect to which the (spatial) components of the vorti
city and acceleration may be written as 
(UJ, 0, 0) and (u, 0, 0). We shall prove the result by first assum
ing that UJ()=/=O, and then deriving a contradiction. A famil
iarity with the orthonormal tetrad technique (see, e.g., Refs. 
3 and 13) will be assumed. 

The plan of this article is as follows. In Sec. 2, we de
scribe the orthonormal tetrad specialization, and introduce a 
notation which makes transparent the role of the commuta
tion functions. In Sec. 3, we prove our result. The special 
case in which the flow is geodesic (u = 0) was effectively 
treated by Ellis3 and requires a separate proof. We provide a 
proof which follows closely that of Ell is, 3 but which is in our 
notation, thus providing a clearer understanding of the role 
of the intrinsic geometrical quantities, and allowing direct 
comparison with the proof in the case U=/=O. Since we plan to 
investigate various features of the class of solutions presently 
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being considered, a treatment of the special case U = ° is also 
desirable. A discussion of the features which we intend to 
investigate is provided in Sec. 4. 

2. TETRAD SPECIALIZATION 

We adhere closely to the notations and conventions of 
MacCallum,13 but we shall find it convenient to transcribe 
the commutation functions Y' f3h (a,p, {j = 1,2,3) as follows: 

.p €a + "a " a naf3 _ n1af31 r f3lJ = €/3lJ€n U lJaf3 - U f3 alJ' - , 

where 

naf3 = !(d3 + A3 ) OZ3 + n - ~(OZZ - ( 33 ) 
[ 

n ~(d3 +A3) - !~dz +1z) 1 
- !(dz + A z) - ~(On - ( 33 ) - (023 - n) 

andaa = [- MOn + 033Q(dz -Az),!(d3 -A3)]' If the time
like vector eo of the tetrad is aligned along the fluid flow u, 

then the commutation functions rPOa' Y'Of3' and rPaf3 (a, 
p = 1,2,3) are directly related to the kinematic quantities of 
the fluid, and to the angular velocity fl a of the triad! ea I 
with respect to a set of Fermi-propagated axes: rP Oa = Ua , 

rPaf3 = - 2€af3lJ OJo, and Y'Of3 = - a"/3 - !08 a/3 
- ~ f3y (OJY + fl Y), where Ua, OJ a' CT a f3' and 0 are the compo

nents of the fluid's acceleration vector, vorticity vector, 
shear tensor, and expansion scalar, respectively. Moreover, 
with Athe above transcription on Y' f3o' the quantities d A , n, 
and OAB (A, B = 2, 3) may be regarded as the spatial compo
nents of the acceleration, vorticity, and expansion tensor of 
the e l lines, while n measures the spatial component of the 
angular velocity of the dyad! ez, e3 1 along the e l lines [rela
tive to the "nonrotating" frame, in which DeZ'e3 = ° 
(qDe3'ez = 0), where D denotes directional differentiation 
along e I]' We can further decompose 0 AB into its spatial 
trace and trace-free parts. This gives rise to an "expansion" 
scalar 0 = OZ2 + 033 and to a "shear" tensor, whose spatial 
componen~s aAB are given by aZ7,.... = ~(022 - ( 33 ) = ~ a33 

and a23 = 0Z3; then nzz = a 23 + fl, n33 = - (a23 - fl ), 
nZ3 = - azz = a33' and a 1 = - !O. Note that this decompo
sition into "kinematic" quantities associated with the e l -

congruence is similar to, but not identical with, that of pre
vious authors.3• 14-16 

Since we shall be choosing both eo and e l in a geometri
cally invariantly defined manner, the mathematical expres
sions that we shall encounter will consist almost entirely of 
"kinematic" quantities associated with the eo and e l direc
tions, whose role will thereby be accentuated. The quantities 
A z and A3 have not yet been interpreted; they can be charac
terized in terms of components of the acceleration and ex
pansion of the ez lines. 

We now proceed to specify an orthonormal tetrad to be 
used in obtaining the results of Sec. 3. This tetrad is for a 
shear-free perfect fluid with an equation of state p = pip), 
such that!-l + p=/=O, and with the timelike axis (eo) aligned 
along the fluid flow u. For this development, the following 
proposition is required: 

Proposition 2.1: For any shear -free perfect fluid with an 
equation of state p = pip), such that /-l + p=/=O, the vorticity 
vector 0> satisfies the propagation equation 
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JoOJa = (p' - j)OJao + ~f3YOJf3fly, (2.1) 

where eo defines the direction of the fluid flow and p' 
: = dp/d/-l. 

Proof By the contracted Bianchi identities, 

Tij;j = 0 q JoLt + Ip + p)O = ° and JaP + Ip + p)ua = O. 
(2.2) 

We define a function F by 

FIp): = - f-Ld/-l' 
!-l + p 

wherep' = dp 
d/-l 

(2.3) 

(apart from a multiplicative constant, eF is then the thermo
dynamic "enthalpy" of the fluid; the quantity - F coincides 
with the "index function" of Ref. 14 ). We observe that, by 
(2.2), 

(2.4) 

and that F is uniquely defined, up to an additive constant. 
Applying the [ea , ef3] commutator to F, we obtain 

€ya f3J U = - 2tuYp'O + nyau + €ya f3a U (2.5) a f3 a a f3' 
and hence by the Jacobi identities [Eq. (79) of Ref. 13], Eq. 
(2.1) results. 0 

Remarks: Note that the proof of Proposition 2.1 holds 
even in the case whenp is identically constant [and then ua 

= ° by (2.2)] and in particular in the case of dust (p=O). 
Note also that Eq. (2.1) is simply the tetrad form of the usual 
vorticity conservation equation for a perfect fluid with an 
equation of state, restricted to the shear-free case (see Ref. 1 
and references cited therein). 

Since we shall be considering models in which the vorti
city and acceleration are parallel, we choose e l to be aligned 
along their common direction. Thus 0> = (OJ, 0, 0) and 
u = (u, 0, 0). For our present purposes, we shall assume 
OJ=/=O, but for later investigations we shall also wish to con
sider the cases OJ-O, U=/=O and OJ=O, U-O. The latter case is 
exceptional, since the conditions CT =0, OJ===:O, U=O char
acterize the spatially homogeneous and isotropic FR W 
models I, and we shall exclude this from our discussion. Thus 
we shall in any event be considering solutions in which 
UZ + OJz=/=O. The tetrad is then fixed to within a reflection 
er--~ ± e l and an arbitrary position-dependent rotation, pos
sibly combined with a reflection: 

ez~z cos e + e3 sin e, 
e3-o ( - ez sin e + e3 cos e), 8 = ± 1. 

(2.6) 

We now show that we may choose a tetrad in which 
0> + n = O. By applying the [eo, ea ] commutator to F and 
using (2.3) and (2.4), we obtain 

JOua = p' JaO + 0 Ja p' + (p' - j)uaO 
'f3( Y flY) + €af3yu OJ + . (2.7) 

We first show thatfl2 = fl3 = 0. If 0>=/=0, preservation of the 
conditions OJz = OJ3 = ° along the eo lines implies flz = fl3 

= 0, by (2.1). If 0>::==0 and U=l=O, then preservation of the 
conditions Uz = u3 = ° along the eo lines implies 
p'J20 - Ufl3 = p' J 30 + ufl2 = 0, by (2.7), where use is 
made of(2.2) and of the fact thatp'=/=O, to deduce that 
Jzp' = J 3 P' = 0. Now the (0 a) field equations, with 
CT = OJ = 0, imply aaO = 0; hence fl2 = il3 = 0. Under a 
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transformation (2.6), with /j = 1, r02 = CUI + nl-uJ1 
+ n I + aoe, Sf) by applying a transformation in which e is 

propagated according to the requirement 
aoe = - (CUI + nd we may arrange for CUI + n l = O. The 
subsequent freedom of the tetrad is then e l - ± e l and (2.6) 
withaoe = o. 

It is possible to specialize the tetrad even further. We 
could, for example, arrange for r 12 = n33 = - (023 - fl ) to 
vanish everywhere. Under a transformation (2.6) with /j = I, 
r 12 = n33-n33 cosze + n22 sinze - 2n23 sin ecos e 
+ ale, which can be made to vanish on a hypersurface 
transverse to the fluid flow, by appropriate propagation of e. 
Subsequent application of the Jacobi identities [Eq. (81) of 
Ref. 13, which requires that aOn33 + jn330 = 0] shows that 
n33=O. This tetrad choice corresponds to that of Ellis. 3 We 
prefer to make the choice r 31 - r I2 = n22 - n 33 
= 20-23 = ° instead. Under a transformation (2.6) with 

/j = 1, r 31 - r IZ = nZ2 - n33-(nZZ - n33 ) cos 2e 
+ 2nZ3 sin 2e, and so we can arrange for n22 - n33 to vanish 

on a hypersurface transverse to the fluid flow, and then apply 
the Jacobi identities [Eq. (81) of Ref. 13, which requires that 
aO(n22 - n33 ) + j(n 22 - n33 )0 = 0] to deduce that 
nZ2 - n33 = 20-23 -0. Our preference for this tetrad is predi
cated on a choice which favors neither ez nor e3 over the 
other, and diagonalizing the matrix o-AB provides a simple 
way of doing this. With this more convenient tetrad choice, 
the remaining freedom is then e l- ± e j and (2.6) with 
e = k1rI2, where k = 0, 1,2, or 3 in the general case where 
o-AB=:/=O, whereas if o-AB=O (so that n22 - n33 = ° in all al
lowed tetrads) the freedom is unchanged, i.e., it is still 
e l- ± e l and (2.6) with aoe = 0. Since the basis vectors ez 
and e3 are treated on an equal footing, our choice of tetrad 
allows the various components of the Jacobi identities and 
field equations to be checked against each other, by means of 
the allowed transformations (e.g., under the rotation el---+c p 

e2---+c3, and e3- - ez, the quantities u, 0, fl, 0, cu, and n are 
invariant, whereas dZ-+£i3, d3- - dz, Az-A3' A 3- - A z, 
and o-Z2- - o-Z2)' Indeed, use of this technique in Sec. 3 al
lows us to avoid some tedious calculations. 

The Jacobi identities, Einstein field equations, Bianchi 
identities, and commutation relations in our tetrad and pres
sent notation are written out in the Appendix. 

3. THE MAIN RESULT 

In this section, we prove the main theorem, viz., that a 
shear-free perfect fluid with equation of state p = pfJ.t) (and 
with J.l + p=;iEO), in which the vorticity (cu) and acceleration 
(u) are parallel, has either zero vorticity or zero expansion 
(0). The proof of this result is obtained by assuming that 
cuO=;iEO, and then deriving a contradiction. The proof of the 
theorem divides naturally into two cases, according as u'¢=O 
or U=O. The latter alternative is equivalent top being identi
cally constant. For the Bianchi identities (2.2) imply that 
u = O<=>a a P = 0. Hence if p is identically constant, clearly 
u=o, whereas if u=o, the [ea , ep ] commutator acting onp 
implies that roao p_O, and so (assuming ro,¢=O) p is identical
ly constant. This case is therefore equivalent to the situation 
treated by Ellis3

, who investigated shear-free dust (p=O), 
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since any nonzero constant pressure component can be ab
sorbed into the cosmological term (with a corresponding ad
justment of the energy density). For reasons explained in the 
introduction, we shall provide a proof of the result both 
when U=;iEO and when u=O. 

Theorem 3.1: Consider a shear-free perfect fluid in gen
eral relativity, with an equation of state p = pfJ.t) satisfying 
J.l + p,¢=O. Suppose that the vorticity and acceleration are 
nonzero and parallel. Then the fluid's volume expansion sca
lar is zero. 

Proof We shall suppose that, under the conditions of 
the theorem, the expansion scalar 0 is nonzero, and derive a 
contradiction. By applying the commutation relations to the 
function F, we obtain propagation equations for U, viz., (2.5) 
and (2.7). It follows from (2.7) that since UZ-u3=0, 

azo = a30 = 0, (3.1) 

where use is made of the Bianchi identities (A26) and (A27) 
and of the fact that p is not identically constant to deduce 
that a2 P' = a3 P' = 0. Hence from the field equations (AI6) 
and (AI7), 

azcu = dzcu and a3cu = d3cu. (3.2) 

Applying the [e2, e3] commutator (A32) to 0, and using (3.1) 
and (A 15), we obtain 

(3.3) 

since cu=;iEO. Similarly, the [el, ezl and [e3, e l] commutators 
(A31) and (A33) applied to o require, using(3.1), (3.2), (A15), 
and the fact that cu=:/=O, 

(3.4) 

Using the [e2, e3] commutator (A32) on F, we obtain from 
(2.S) that 

2cu p'O = nu, (3.5) 

from which n=;iEO, by our assumptions that cuO=;iEO and U=;iEO. 
Now applying the [ez, e3] commutator (A32) to cu and simpli
fying with the aid of(3.2), (3.5), (AI), (A2), and (AS), we 
obtain 

(3.6) 

The next step is to obtain a purely algebraic relation 
from the (00) field equation (AI4), by substituting for aoo 
from (3.3) and by obtaining an equation for alu from differ
entiation of Eq. (3.5). This differentiation yields 

alit = 3p'cuz - itO - (l/p')[ (p" Ip')fJ.t + p) - p' - j] "Z, 
(3.7) 

where use is made of(3.5), (3.6), (AI), (AI5), and (A25). The 
(00) field equation (A14) becomes 

ln 2 + j02 - 2cu2(1 + ~p') 
+ (l/p') [(p"lp')fJ.t + p) - 2p' - j] z? 

+ !fJ.t + 3p - 2A ) = o. 
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We next show that the requirement that (3.8) be propagated 
along the e2 and e3 directions implies that d2 = d3 = O. For 
this purpose, we shall need the equations 

ail = di4 and ail = dil, (3.9) 

obtained by applying the [e l, e2] and [e3, el] commutators to 
the function F [cf. (2.5)]. 

Differentiating (3.8) along e2 and using (3.1), (3.2), (3.4), 
(3.9), (A26), and (A27), we have 

d2{2uJZ(1 + ip') 

- (l/p') [( p" /p')(,u + p) - 2p' - j] ziZ} = 0, (3. lOa) 

and similarly 

d3{2uJ2(1 + ip') 

- (l/p') [(p"/p')(,u +p) - 2p' - j]zi2} = O. (3. lOb) 

Note that we may regard (3. lOb) as being derived by differen
tiation of(3.8) along the e3 direction, but that it can also be 
readily obtained from (3. lOa) using the symmetry of the tet
rad, and a rotation el-el' e2-e3' e3- - e2. If in (3.10) 

2uJ2(1 + ~p') - (l/p') [(p" /p')(,u + p) - 2p' - jJ ziZ = 0, 
(3.11 ) 

then the propagation of(3.8) along eo implies, using (3.3) and 
(All), that (1 + 3p')(,u + p)O = O. Thusp' = - j, since 
(,u + p)Oo¥=O by assumption. But then Eq. (3.11) requires 
ui + zi2 = 0, which is a contradiction. Hence Eq. (3.11) is 
false, and so Eqs. (3.10) imply that 

d2 = d3 = O. (3.12) 

In view of (3.12), the [e2, e3] commutator (A32) applied 
to w yields, on using (3.2), (3.5), (AI), and (A5), 

nO = jwO, (3.13) 

and, hence, by (3.5) and the fact that no¥=O, 

U = ~p'O. (3.14) 

Now recalling (3.1), (3.2), (3.4), and (3.12), we see that propa
gation ofEq. (3.13) along e2 and e3 implies that 

ail = a30 = 0 (3.15) 

(where again we make use of the fact that no¥=O). Ifwe apply 
the [ez, e3] commutator (A32) to 0 and use (3.13), (3.14), 
(3.15), (A6), (A 15), and the fact that no¥=O, we obtain 

(3.16) 

However, if we eliminate alzi from the field equations (AI4) 
and (AI8), and use Eqs. (3.3), (3.14), and (3.16), we find that 

fl +p+ 2uz/=0. (3.17) 

Since Eq. (3.17) requires fl + p<O, it could be regarded as a 
contradiction. However, the conditions of the theorem in
volve the simpler assumption that fl + po¥=O, and, as such, 
(3.17) is potentially valid. If (3.17) is to hold, then differenti
atingin the eo direction gives usp' = - j, using (3.17), (AI3), 
(A24), and the assumption that (,u + p)Oo¥=O. In this case, Eq. 
(3.8) implies 
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whose propagation along eo implies [using (2.7), (3.3), (3.5), 
(A5), (All), and (A24)] that w2 + i/ = 0, a contradiction. 
Hence, under the conditions of the theorem, our assumption 
that Oo¥=O is shown to be false. 0 

Remark: An alternative proof of this theorem involves 
using (3.5) as a starting point and investigating its propaga
tion along the eo direction. 7 

The special case in which zi-O is considered in the next 
theorem. 

Theorem 3.2 (Ellis3
): Consider a shear-free perfect fluid 

in general relativity, in which the fluid flow is geodesic and in 
which fl + po¥=O. Suppose that the vorticity is nonzero. Then 
the fluid's volume expansion scalar vanishes. 

Proof As previously observed, under the conditions of 
the theorem, the pressure p is identically constant. Since the 
acceleration must vanish, the field equations (A 14) and (A 15) 
provide equations for propagating 0 along eo and e" and for 
compatibility it follows that 

2~ aIJ1 = - 8w 0, (3.18) 

by virtue of the commutator (A28) and Eqs. (AI), (A5), 
(All), and (A15). Similarly, the Bianchi identity (A24) and 
Eq. (3.18) provide equations for propagating fl along eo and 
e" and the commutator (A28) applied to fl yields the algebra
ic relation 

8w(jOO - nw) + ~(,u + pIn = 0, (3.19) 

where use is made of(3.18), (AS), (A6), (A15), and the as
sumption that wo¥=O. We now differentiate Eq. (3.19) along 
eo, and use (A5), (A6), (All), (AI4), (A15), and (A24), togeth
er with Eq. (3.19) and the assumption that wo¥=O. We obtain 

2nwO + 0 [2W2 - ~(,u + 3p - 2A )] = O. (3.20) 

Differentiation of this along eo yields, in a similar manner, 

00[~w2+p-A] =3nw[2w2-~(,u+3p-2A)J. (3.21) 

We shall now assume that Oo¥=O, and arrive at a contra
diction. We first show that Eqs. (3.19)-(3.21) imply that 

n = 0 = 0. (3.22) 

Multiply (3.21) by wand substitute (3.19) to obtain 

n [4W4 - §w2(3fl + 19p - 16A ) + -&(,u + p)( p - A )] = O. 
(3.23) 

If no¥=O, then (3.20) shows that Oo¥=O, since otherwise wO =0. 
Moreover, Eq. (3.23) shows that wand fl are functionally 
dependent, and hence, using (3.18), (AI), (A5), and (A24), we 
obtain w 2 = ~ (,u + pI, whose propagation along eo requires 
that wO 0, a contradiction. Thus n=O, and so, by (3.19), 
'8 =0, and Eq. (3.22) results. 

Next, we apply the [eo, ez] commutator to w, to yield 

aO(a2w) = - 0 a2w + w a3w - d3w2, (3.24a) 

where use is made of Eq. (A16). Similarly, invoking a rota
tion e,-e" e2-e3, e3- - e2, we have 

aO(a3w) = - 0 a3w - w a2w + dzwz. (3.24b) 

We now apply the [eo, e2] commutator to 0 and use Eqs. 
(3.24b), (A5), (A8), (A14), and (A16), thereby obtaining 

(3.25a) 
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and similarly 

a3/-l = ¥ W a3w + ~ d3wz. 

The [eo, ez] commutator applied to f-l yields 

3(a3w - d3w)[29wZ 
- 6fp + pI] 

(3.25b) 

- w() (26azw + 6dzw) = 0, (3.26a) 

where we have used Eqs. (3.24a), (A5), (A7), (AI6), and 
(A24). Similarly, 

3(azw - dzw)[29w2 
- 6fp + pI] 

(3.26b) 

If we regard Eqs. (3.26) as linear algebraic equations for the 
unknowns 29w2 

- 6fp + p) and w(), we see that, since 
w()=/=O, the determinant of the coefficients must vanish, i.e., 

26[(a2w)2 + (a3w)2] - 2Ow[d2a2W + d3a3W] 

- 6(d2
2 + d3

2
)W

2 = 0. (3.27) 

Differentiation of (3.27) along eo now requires 

d2a3W - d3a2W = 0, (3.2S) 

where we have used Eqs. (3.24), (A5), (A7), (AS), (A16), and 
(A17). 

Finally, we apply the [ez, e3] commutator to f-l, using 
(3.25), (3.2S), (A2), (A5), and (A24), to deduce that 

29w2 
= 6fp + pI, (3.29) 

whose propagation along eo requires, using (A5) and (A24), 
that w() -0, a contradiction. 

It therefore follows that under the conditions of the 
theorem, the expansion scalar () must be zero. 

Theorems 3.1 and 3.2 show that under certain circum
stances, the condition a ° implies w() =0. This result is 
trivially true in the case when w-O, so we can amalgamate 
the results of Theorems 3.1 and 3.2 to deduce the following: 

Theorem 3.3: Any shear-free perfect fluid in general 
relativity with an equation of state p = pfp), such that 
f-l + p=/=O, has either vanishing vorticity or vanishing expan
sion (i.e., a -O:=xu() =0), provided that the vorticity and ac
celeration are parallel (and possibly zero). 

4. DISCUSSION 

If the conjecture of Sec. 1 were true, it would be natural 
to investigate the space-times arising in the three cases 

(i) a =w=O, ()=/=O, 
(ii) a =w=() 0, 
(iii) a () =0, w=/=O, 

where the matter content is a perfect fluid with an equation 
of state p = pfp) satisfying f-l + p=/=O. Case (i) is that consid
ered recently by Collins and Wainwright, 12 in which all re
sulting space-times were obtained. The procedure used was 
to specialize the results of Barnes 17 on shear-free normal 
flows of a perfect fluid to the situation when there is an equa
tion of state p = pfp), with f-l + p=/=O. The resulting space
times were first shown to be necessarily "locally rationally 
symmetric,,,3.18 and it was then deduced that either they 
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were FR W models (in the case u=O), or that they were 
spherically symmetric or plane symmetric (and hypersur
face-homogeneous). We have found a somewhat more satis
factory derivation of this result which uses the orthonormal 
tetrad formalism and a more fundamental starting point 
(rather than assuming the specific coordinate system and the 
results derived by Barnes 17). 

The space-times resulting in cases (ii) and (iii) are less 
clearly understood. In case (ii), the space-times are static, 
and the flow is irrotational. In the case when U-O, the solu
tions are FR Wand hence are Einstein static models, general
ized to include a pressure term. In the case when u=/=O, and 
the solutions are algebraically degenerate, the space-times 
appear in the set of exact solutions given by Barnes. 17.19 The 
existence and nature of algebraically general solutions in 
case (ii) does not appear to have been investigated yet. We 
have considered this question, together with the question of 
the isometry group, in both the most general case and in 
various special cases. We have also made some progress to
ward understanding the nature of the solutions in case (iii) 
when wand Ii are parallel, and specifically with regard to 
allowed Petrov types and isometry groups (cf. the results of 
Ellis] in the case of dust). It is our intention to present these 
results in a future article, using a procedure which allows 
simultaneous discussion of cases (i), (ii), and (iii) in a uniform 
manner. 

It is interesting to note that the conjecture of Sec. 1 is 
entirely general relativistic in nature, for, as noted by Ellis, 1 
there are many corresponding Newtonian solutions, even 
when the acceleration is zero, in which a -0 yet w()=/=O. It is 
also of interest to note that the conclusion of the conjecture, 
viz., that m() 0, requires that either the fluid-flow vector or 
the vorticity vector be hypersurface-orthogonal, since if 
w¥=O then () 0, and so by choosing a tetrad in which 
w = (m, 0, 0) and w + .n = 0 as in Sec. 2, the (01) field equa
tion [Eq. (S3) of Ref. 13) implies that n = ° and hence the 
hypersurface orthogonality of w. 

Ellis3 has discussed the physics of shear-free dust, and 
similar remarks apply for shear-free perfect fluids. For a null 
congruence, the propagation equations for the expansion 
and vorticity contain terms involving the expansion, the 
shear, the vorticity, and the Ricci tensor (but no Weyl tensor 
terms); on the other hand, the propagation equations for the 
shear contain not only terms involving the expansion, shear, 
vorticity, and the Ricci tensor, but also the Weyl tensor. 
Thus the free gravitational field (or the "news") enters the 
evolution of the congruence by way of the shear, which then 
plays a role in driving the other "kinematic" quantities. We 
can say exactly the same for a timelike congruence associat
ed with a perfect fluid. Thus, in either case, for a shear-free 
congruence, the free gravitational field is prevented from 
exerting an influence on the evolution of the congruence. 
Furthermore, by the well-known theorem of Goldberg and 
Sachs,20 any vacuum space-time containing a shear-free null 
geodesic congruence is restricted, since it must be algebrai
cally degenerate. The theorem of Ellis3 (cf. our Theorem 3.2) 
provides an analogous result: any geodesic shear-free perfect 
fluid space-time is restricted, since the flow must have 
we_o. 
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APPENDIX 

Jacobi identities 

aln = w[u - e], 

aln + ald3 - a3dl - jwO + ne 

- d~3 + dy41 = 0, 

alA l + alU12 - ! ale - ail + !(dl + Al)e 

- (d2 - A l )U22 + n (d3 - A 3 ) = 0, 

alA3 - a3U21 - ~ a3e + a2n + !(d3 +A3)e 

+ (d3 - A 3 )U22 - n (d2 - A 2 ) = 0, 

a<f1J = (p' - j)wO, 

aoe - j alO + j 0 (e - 2u) = 0, 

and2 + j a20 + j d20 = 0, 

and3 + j a30 + j d30 = 0, 

aoA2 - j alO + j AzO = 0, 

aoA3 - j a30 + j A30 = 0, 

aon + j nO = 0, 

aoii +jno=o, 

(AI) 

(A2) 

(A3) 

(A4) 

(AS) 

(A6) 

(A7) 

(AS) 

(A9) 

(AID) 

(All) 

(AI2) 

aOU22 + jUnO = O. (A13) 

Equation (AS) has been obtained from (2.1), i.e., by invoking 
(2.5). 

Field equations 

(00): aoo + j 0 2 - 2w2 
- alu - u2 - ue 

+ !(p + 3 P - 2A ) = o. 
(Oa): 

jalo- nw = 0, 

~ a20 + a3w - d3w = 0, 

~ a30 - a2w + dlw = O. 

(ap): 

ale - a2d2 - a3d3 + 2ul/ + !e 1 + d/ 

+ d3
2 - d~z - dy43 - !n2 

= j aoo - alu - u2 + j 0 2 - !(p - p) - A, 

alA2 - a2U22 +! a2e - a3n + a3n 

- 2nd3 + (d3 - A3)n + !(d2 + Az)e 

- (d2 + 3A z)U22 
= -a2u-dlu, 

a lA3 + a3U22 + ! a3e + a2n - aln 
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+ 2nd2 - (dz - Az)n +! (d3 + A3)e 

+ (d3 + 3A 3 )U22 
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(AI4) 

(A1S) 

(AI6) 

(A 17) 

(AIS) 

(AI9) 

= - a3u - d3u, (A20) 

alU22 + ! ale - azdz + a~2 + ay43 + U22e 

+!e2-dy43+A; +A~ +d~ +!nz-nn 

= - U(U22 + !e) - !(p - p) - A 

+ j02 + j aoo + 2w2
, (A21) 

- a lU22 + ! ale - a3d3 + a~2 + ay43 - U22e + !e 2 

-d~2+A~ +Aj +d~ +!n2-nn 

= U(U12 - !e) - !(p - p) - A + jO Z 

+ jaoO + 2w2, 

a2d3 + a3d2 - 4nU22 - 2 d2d3 - d~3 
- dy42 + 2nU22 = O. 

Bianchi identities 

aof-l + (p + p)O = 0, 

a l p + (p + p)u = 0, 

azp = 0, 

a3 P =0. 

Commutation relations 

[eo, ell = !Jeo -! (Je l , 

[eo, ezl = 
[eo, e3l = 

-! (Je2, 

[el' e2l = -d2e\ - (a22 + !O)e2 

[e2, e3l = - 2uJeo +ne\ +AJez 

-! (Je3, 
A 

+f1eJ , 

-A2e3, 

[e3, etl = d3e\ + ne2 - (a22 - !O )eJ • 

(A22) 

(A23) 

(A24) 

(A2S) 

(A26) 

(A27) 

(A28) 

(A29) 

(A30) 

(A31) 

(A32) 

(A33) 

IG. F. R. Ellis, "Relativistic Cosmology," in General Relativity and Cos
mology, Proceedings of the International School of Physics "Enrico Fer
mi" Course XL VII, 1969, edited by R. K. Sachs (Academic, London and 
New York, 1971), p. 104. 

2K. Giidel, Proc. Int. Congo Math. 1, 175 (1950). 
3G. F. R. Ellis, J. Math. Phys. 8, 1171 (1967). 
4E. Schiicking, Naturwiss. 19,507 (1957). 
5S. Banerji, Prog. Theor. Phys. 39, 365 (1968). 
6A. R. King and G. F. R. Ellis, Commun. Math. Phys. 31, 209 (1973). 
7 A. J. White, "Shear-Free Perfect Fluids in General Relativity," M. Math. 
thesis, University of Waterloo, Waterloo, Ontario, Canada, 1981. 

"R. Treciokas and G. F. R. Ellis, Commun. Math. Phys. 23,1 (1971). 
9M. Wyman, Phys. Rev. 70, 396 (1946). 
10K. Giidel, Rev. Mod. Phys. 21, 447 (1949). 
"A. Krasinski, Acta Phys. Polon. B 5, 411 (1974); Acta Phys. Polon. B 6, 

223 (1975). 
12c. B. Collins and J. Wainwright, Phys. Rev. 027,1209 (1983). 
13M. A. H. MacCallum, "Cosmological Models from a Geometric Point of 

View," in Cargese Lectures in Physics, Vol. 6, Lectures at the International 
Summer School of Physics, Cargese, Corsica, 1971, edited by E. Schatz
man (Gordon and Breach, New York, 1973), p. 61. 

14p. J. Greenberg, J. Math. Anal. Appl. 30,128 (1970). 
150. A. Szafron, "Inhomogeneous Cosmologies," Ph.D. thesis, University 

of Waterloo, Waterloo, Ontario, Canada, 1978. 
16M. Tsamparlis and D. P. Mason, I. Math. Phys. 24,1577 (1983). 
I7A. Barnes, Gen. ReI. Grav. 4,105 (1973). 
1"1. M. Stewart and G. F. R. Ellis, I. Math. Phys. 9, 1072 (1968). 
19A. Barnes, I. Phys. AS, 374 (1972). 
2°1. N. Goldberg and R. K. Sachs, Acta Phys. Polon. 22,13 (1962). 

A. J. White and C. B. Collins 337 



                                                                                                                                    

The gravitational fields of some rotating and non rotating 
cylindrical shells of matter 

John Stachela ) 

Einstein Project, Princeton University Press, 41 William Street, Princeton, New Jersey 08540 and Department 
of Physics, Princeton University, Princeton, New Jersey 08540 

(Received 5 October 1982; accepted for publication 28 January 1983) 

The exterior and fiat interior metrics of an infinite cylindrical shell (surface layer) of matter are 
studied, for non rotating and rigidly rotating shells. Relations between the parameters 
characterizing the exterior metric and the components of the shell's stress-energy tensor are 
established. It is shown that one of these parameters, characterizing the "conicality" of the 
exterior field, is related to the energy density of the source; while another, characterizing local 
nonfiatness, is related to certain components of the stress tensor. A one-parameter family of 
locally fiat but conical exterior metrics generated by a particular type of massive cylindrical shell 
is exhibited. The globally stationary but locally static exterior field of a rigidly rotating shell is 
studied. The (nonlocal) parameter of the exterior field characterizing the rotation is related to the 
rate of rotation of the shell as defined by the flat interior metric. 

PACS numbers: 04.20.Jb 

I. NONROTATING SHELL 

The exterior gravitational field of an infinite rotating 
cylinder of matter in general relativity is globally stationary 
but locally static, 1 just as the analogous electromagnetic field 
of a rotating charged cylinder is locally electrostatic but 
shows nonlocal effects of the rotation which may be verified 
through the Aharonov-Bohm effect. 1 The verification of an 
analogous gravitational effect may be carried out using clas
sical light waves which are entirely confined to the region 
outside the cylinder of matter. I However, to study the rela
tionship between the exterior nonlocal parameter character
izing the rotational effects (the period or line integral of a 
certain one-form, closely related to the globally timelike 
Killing vector field of the metric, taken around any closed 
curve encircling the cylinder of matter) and the actual rota
tion of the source, some model of the latter is needed. 

In this paper, I shall study a very simple source: an 
infinite cylindrical shell (i.e., surface layer) of matter inside 
of which there is a fiat space-time. Since the interior is fiat, 
special-relativistic considerations are all that are needed to 
define the rate of rotation of the shell. In the rest of this 
section, I shall discuss a nonrotating shell of matter, giving 
rise to a globally static exterior gravitational field. Discus
sion of the matching of the exterior static field to the shell 
stress-energy tensor will enable relationships to be estab
lished between the components ofthat tensor and the param
eters which characterize such a static exterior metric. In the 
second section, I shall discuss how the static solutions of this 
section may be used to generate the globally stationary but 
locally static exterior metric of rigidly rotating shells; and 
the relationship between the nonlocal exterior parameter 
mentioned above and the rate of rotation of the shell. 

I shall use units in which c = 81TG = 1, and signature 
+ - - -, so that timelike vectors have positive norm. 

Let an infinite cylindrical shell of matter separate a fiat 
interior region from an exterior gravitational field created by 

alOn leave from Boston University. 

the shell. The empty-space exterior and (fiat) interior fields 
must be matched at the shell surface in such a way that the 
conditions for a surface layer of matter in general relativity2 

are satisfied on the shell. I shall first consider the case of a 
nonrotating shell of matter, and then discuss how these re
sults can be modified for the case of a rigidly rotating shell. 

In the nonrotating case, the exterior metric will be static 
with whole cylinder symmetry. The metric of such a field 
may always be put in the form3 

ds2 = exp[2(r - ¢)][(dxO)Z - (dXl)2] 

- (Xl)2 exp( _ 2¢)(dx 3)Z 

- exp[2(¢ + ,u)](dX2)2, 

- 00 <xu < 00, Xb<X' < 00, 

- 00 <X2 < 00, 0<X3 < 21T. (1.1) 

Here XO is a timelike coordinate, x 1 is analogous to the cylin
drical radial coordinate, X2 is analogous to the cylindrical 
axial coordinate, and X3 is analogous to the cylindrical angu
lar coordinate; ¢, r, and,u are functions of (XO, Xl) only; and 
(x')exp,u obeys the (fiat) two-dimensional wave equation in 
(XO, Xl). In the static case, this requires that 

exp,u =A +Blxl. (1.2) 

For the fiat interior region of the cylinder, assumed to be of 
radiusx6, we may choose A = I, B = 0, and ¢ = r = 0, to 
get the usual form of the fiat cylindrical metric: 

ds2_ = (dxO_ )2 _ (dXl_ )2 _ (Xl_ )2(dx3_ )2 _ (dx2_ )2. (1.3) 

(From now on, minus signs will denote quantities having to 
do with the the region interior to the shell, and plus signs will 
denote quantities connected with the exterior of the shell.) 
However, as we shall see, it is simpler not to make the same 
assumption about the exterior values of A and B if we want to 
match with a shell having nonvanishing mass density. Consi
deration of the matching conditions for the shell (agreement 
of the first fundamental forms of the interior and exterior 
metrics on the shell, and difference of the second fundamen
tal forms proportional to the surface stress-energy tensorf 
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shows that in this case all the components of the metric may 
be made continuous across the shell on which Xl+ = xb > 0; 
however, their derivatives will not be continuous across the 
shell, but undergo finite discontinuities related to the shell's 
stress-energy tensor. By requiring that A + + B + Ixb = 1 
(i.e., that,u be continuous across the shell), we can assure that 
x 2+ = x2

_ for points on the shell; and it is similarly possible 
to identify the values of the other interior and exterior co
ordinates at each point on the shell. Note that continuity of ¢ 
and y across the shell requires that ¢+ = y+ = ° on the 
shell. 

The form of exterior vacuum metric is well known4 for 
,u = 0. Transforming it to the form (1.1), with arbitrary A + 

and B + , gives 

(Numerical constants in ¢+ and y+ have been chosen to 
assure continuity of ¢ and y at xb.) The metric (1.4) depends 
on two independent parameters, which may be taken as a 

andA +. (B + Ixb) is then equal to 1 - A + .xb itselfisascaling 
parameter: rescaling all the exterior coordinates except x3 by 
a factor lIX6 multiples the entire line element by a constant 
conformal factor. It is important to note that this rescaling 
does not affect x 3

• As will be seen shortly, the range of this 
angular coordinate is related to an important global proper
ty of the exterior gravitational field. We may use the coordi
nates xo, xZ, x 3 on the surface x 1 = X6 as intrinsic coordinates 
for the shell (plus or minus signs are superfluous here, since 
both sets of coordinates have the same values at each point 
on this surface). The three-dimensional line element of the 
shell is given by 

dcr = (dxO)Z - (X6 f(dx 3 )z - (dxZt (1.5) 

If we denote the components of the second fundamental 
forms of the surface on each side by K ai in this coordinate 
system (a,b = 0,2, 3), then the surface stress-energy tensor 
Sab is given byZ 

Sab = (K at - gab K +) - (K at, - gabK -). (1.6) 

(Plus or minus signs are not needed for the metric tensor gub 
of the shell, since the components are the same.) A short 
computation (see the Appendix) shows that the only nonvan
ishing components of S ~ are 

0" = sg = B + l(x6)2, (1.7a) 

pz = - S~ = [(a 2 
- 2a)(1 - B + IX6)1x6] - B + I(X6)2, 

(1.7b) 

(1.7c) 

Here 0" is the surface energy density, and P2 and P3 are the 
partial pressures along the axis of the cylinder and tangential 
to it, respectively. In order to discuss the behavior of this 
stress-energy tensor most simply, it is convenient to set X6 
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= 1. (As mentioned above, this results in no loss of genera
lity, but rather to a rescaling of the xo, x I , x 2 coordinates). In 
order to have a positive mass density, B + must be greater 
than 0, and in order to keep A + positive, B + (really B + IX6) 
must remain less than 1. I shall therefore restrict discussion 
for the present to values of B + between ° and 1. For a fixed 
value of B + in this range, pz and P3 may be considered as 
functions of a. Both are given by parabolas, with P3 remain
ing positive for all values of a #0: the shell is always subject 
to compression tangentially. The longitudinal pz is positive 

for a > 1 + ~ 1I( 1 - B +) and a < 1 - ~ 1I( 1 - B +), turning 
negative (tension) for values of a between these limits. The 
dominant energy condition 5 (0"»0, - 0"<P2,P3<P) requires 

that a be negative and greater than - ~B + 1(1 - B +). (Both 
positive and negative values of P2 are possible within this 
range.) It is gratifying that the dominant energy condition 
requires a to be negative, since a study of the geodesic equa
tion of a test particle outside the shell shows that it is attract
ed by shells with negative a, and repelled by shells with posi
tive a. 

In a previous discussion of this problem,4 I neglected 
the role of the second parameter characterizing the exterior 
gravitational field, which may be taken as either B + or A + 

(related by A + = 1 - B + , for X6 = 1). While a characterizes 
the local behavior of a test particle, A + is essential for under
standing its global behavior. The case a = 0, A + = 1 corre
sponds to Minkowski space-time, as noted earlier,4,6 and is 
not compatible with the existence of a shell of matter. The 
case a = 0, A + # 1, however, is compatible with certain 
shells: pz must equal - 0" and P3 must vanish. The exterior 
space-time is still locally flat (vanishing Riemann tensor), but 
there is an effective global gravitational field, as Marder has 
shown. 7 

Substitution of a = ° into (1.4) gives the exterior line 
element: 

ds2+ = (dxo+ )Z _ (dx'+ )2 - (A +Xl+ + B +f(dx3+ )2 

- (dx 2+ )2, (1.8) 

which is indeed a locally flat space-time, but it corresponds 
to a globally nontrivial gravitational field. Making the coor
dinate substitutions 

P =Xl +B+IA + "'=A +x3 
+ ,¥' + , (1.9) 

(1.10) may be put into the form 

ds2+ = (dxo+ )Z _ (dp)Z _ pZ(drp )Z _ (dX2+ )Z, (1.10) 

which looks like the ordinary cylindrical form of the flat 
space-time metric. However, x 3+ had a range 0<x3+ < 21T 
(because x 3+ and x 3

_ coincide on the surface X6, and x 3
_ is 

the usual angular cylindrical coordinate in the flat interior of 
the shell). This means that rp has a range O<rp < 21TA +. For 
0< B + < X6, the range of rp will therefore be less than 21T: the 
exterior metric is a flat conical space-time. A discussion of 
the null geodesics (light rays) in such a flat conical space-time 
has been given by Marder. 7 It shows that null geodesics ini
tially diverging from the same point are reconverged due to 
the conicality if they pass on opposite sides of the cylinder. 
They may even meet again, if they do not initially diverge too 
much relative to the degree of conicality, measured by the 
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extent by which A + differs from 1. This converging effect is 
enhanced for timelike geodesics (test particles). Thus, the 
shell of matter with positive energy density u acts as an at
tractive gravitational source in a global sense, even though it 
fails to produce a locally attractive gravitational field. A 
shell with negative u produces a fiat "anticonical" space
time (A + > 1), which can be shown to act as a globally repul
sive gravitational source. 

Similar results hold if a does not vanish. The exterior 
metric with a =I 0 takes the form 

ds2+ = [(A +Xl+ + B +)lx6 ]2a{l-a)[(dxOf - (dXI)2] 

-(A +XI+ +B+)2[(x6/(A lXI+ +B+Wa(dx 3f 
- [(A +Xl+ + B +jlx6)]2a(dx2f (1.11) 

By making the coordinate transformation (1.9), it can be put 
into a canonical form for an empty cylindrically symmetric 
space-times: 

dr+ = (A + plx6)2a{1 - a) [(dxOf - (dpf] 

- P2(X6/ A + pfa(drp )2 

- (A +p/x6)2a(dx2)2. (1.12) 

Thus, (1.12) also represents a conical space-time (the range of 
rpisOt021TA + < 21TifB + is positive), but one which is nonfiat 
locally if a =10. A study of diverging null geodesics (light 
rays) in this exterior space-time shows that a negative a (lo
cally attractive gravitational field) serves to enhance the con
vergence effect due to the degree of conicality (0 < A + < 1), as 
was to be expected. 

These static results are also in accord with the calcula
tions of Fierz9 and Marder8 showing that an outgoing pulse 
of cylindrical gravitational radiation, which is expected to 
decrease the mass of the source, results in a decrease in the 
degree of conicality of the exterior field. 

Another interesting limiting case is B + = 0, a < O. The 
local energy density then vanishes on the shell, and hence 
there is no conicality in (1.12). The local curvature of space
time is entirely produced by the positive stresses P2 and P3' 

II. RIGIDLY ROTATING SHELL 

As shown in Ref. 1, any globally static space-time on a 
manifold with nonvanishing first Betti number R I can be 
used to generate an R I-parameter family of globally station
ary but locally static space-times which coincide locally with 
the initial static space-time. The manifold of the exterior 
metric ds2+ is R 4 minus an infinite four-dimensional cylin
der, the surface of which forms the shell of matter. The exte
rior manifold is thus a manifold with a boundary. Any closed 
curve encircling the cylindrical boundary cannot be continu
ously shrunk to a point, while any other closed curve may be 
so shrunk. The first Betti number of the manifold with 
boundary is thus 1. So a one-parameter family of globally 
stationary but locally static space-times can be generated 
from the exterior metric given by (1.4), (Ll). To exhibit these 
metrics explicitly, one may perform the formal coordinate 
transformation 

XO = XO - ex3
, e = con st. (2.1) 

Since the range of XO is - 00 < x < + 00 , while x 3 is 
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limited to the range 0 < X3 < 21T (or must be considered a 
periodic coordinate), this is not a proper global coordinate 
transformation; therefore the resulting line element is glo
bally distinct from the initial one, even though the coordi
nate transformation (2.1) makes them locally equivalent. 
This line element has the form (dropping the bar over xo) 

ds2 = exp[2(r -1/I)][(dxO + edx3f - (dXI)2] 

- (xlf exp( - 21/1)(dx3f - exp[2(1/1 + ,u)](dX2)2, (2.2) 

with the same range of the coordinates as in (1.1), and 1/1, r, 
and,u given by (1.4). Since the local transformation (2.1) 
makes (2.2) coincide with (1.1), and a similar one may be 
carried out locally on the flat interior metric, the local 
matching of interior and exterior metrics on the shell of mat
ter at Xl = X6 proceeds in exactly the same way as in Sec. I. 
The difference is that, with respect to the flat interior region, 
the shell is now rotating rigidly. 

To investigate the motion of the shell with respect to the 
flat interior space-time, the Minkowski metric written in cy
lindrical coordinates may be used to describe the interior 
region: 

ds2._ = dt 2 _ dp2 _ p2drp 2 _ dz2. (2.3) 

By carrying out the coordinate transformation if> = rp + {i}t, 
this may be put into the form (dropping the bar over rp)1O 

ds2
_ = [1 - ({i}p)2]dt 2 + 2{i}p2drpdt 

_ dp2 _ p 2drp 2 _ dz2. (2.4) 

In this form, the curves to which the vector field v/L = <% is 
tangent are timelike worldlines rotating with the angular 
velocity with respect to the interior inertial frame. On a sur
face p = Po, the metric (2.4) reduces to 

dif = [1 - ({i}Pof ]dt 2 + 2{i}p~drp dt - p~dr/J 2 - dz2. (2.5) 

On the surface x I = x6, (2.2) reduces to 

dif = (dxOf + c dxo dx3 

- [(X6 f - e2
] (dX3)2 - (dxY (2.6) 

Setting 

[1 - ({i}PO)2]1/2t = xO, ({i}PO)2 t = exo, 

(PO)2 = (X~)2 _ c2
, rp = x 3 , Z = Z2 (2.7) 

makes the two line elements identical. Compatibility 
between the first two equalities of (2.7) requires that 

e = {i}(Pof/[ I - ({i}PO)2] 112. (2.8) 

Matching the exterior metric to the interior metric, as dis
cussed above, on the surface Xl = X6 is then equivalent to 
matching it with the interior metric (2.4) on the surface 
Xl = [(PO)2 + e2]1Iz. The streamlines of the shell stress-ener
gy tensor, in these coordinates, have if = <% as a tangent 
field. As mentioned above, these represent timelike world
lines rotating with the angular velocity {i} with respect to the 
interior inertial frame. A nonzero value of the external pa
rameter e reflects the fact that the field (2.2) is globally sta
tionaryl: The one-form or covector V/L = S/L/S2, where S/L 
= fjI' 0 is the globally timelike Killing vector of (2.2), has 

period !Ii V/L dx/L = 21TC around any closed curve encircling 
the cylindrical shell of matter. Equation (2.8) relates this pa
rameter to {i}, the rate of rotation of the cylinder as defined 

John Stachel 340 



                                                                                                                                    

with respect to the interior inertial frame. For a fixed value of 
Po, the radius of the cylinder with respect to this inertial 
frame, c is a monotonically increasing function of w for 
O,;;;;w <wo = l/po (the velocity of points on the shell must be 
less than the speed of light). As w varies between zero and wo, 
c varies between zero and infinity. 

In Ref. I there is a discussion of how a classical optical 
interference experiment in the exterior region could be used 
in principle to ascertain the value of c. 
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APPENDIX 

The unit tangent to the surface Xl = X6 is given by nil 
= exp(y - ¢)8/, . If t U (a = 0, 2, 3) are intrinsic coordinates 

on this surface, then the coefficients of the second fundamen
tal forms of this surface in these coordinates are given by 
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axil ax" 
K ab = nll;v at a at b 
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(AI) 

Since we are using x o, x 2
, x 3 as intrinsic coordinates on this 

surface, and since all metric components depend only on x I, 
it follows that 

Ka~ =~all' (A2) 

where the derivatives on the rhs are evaluated on Xl = x6. 
Using (1.1), (1.4), and (1.6), Eqs. (1.7) follow. 
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A covariant expression for the massless spinor fields in terms of Hertz potentials is given, 
assuming that the space-time admits a congruence of null strings defined by a multiple Debever
Penrose spinor. The metric of these spaces is also given in a covariant form. 

PACS numbers: 04.20.Jb 

1. INTRODUCTION 

Searching for exact solutions of the Einstein field equa
tions, the assumption of the existence of a congruence of null 
strings (two-dimensional totally null surfaces) allows one to 
reduce them, in the case of vacuum, to just one differential 
constraint. 1,2 When there are sources present a similar sim
plification is obtained when, additionally, one imposes cer
tain conditions on the energy-momentum tensor of the mat
ter. 3

,4 As a consequence, the conformal curvature is 
algebraically degenerate as in the case of vacuum. In order to 
achieve this reduction, it becomes necessary to deal with 
complexified space-times, for in real ones (i.e., with Lorent
zian signature) there are no such surfaces, 

Moreover, the equations for the massless spinor fields 
(the anti-self-dual ones if the congruence is defined by a self
dual two-form or vice versa) are reduced to a single wavelike 
equation for a scalar potential in terms of which the solution 
is expressed4 when the space-time admits a congruence of 
null strings and the algebraic degeneracy of the conformal 
curvature is assumed. 

In the case of Einstein's equations, as well as for the 
massless spinor fields, the integration process did depend on 
the existence of coordinate systems adapted to the con
gruence, and the respective solutions were given in terms of 
null tetrads induced by these preferred coordinates, It is of 
interest to establish these results in a covariant way in order 
to find their underlying structure and to apply them to any 
space-time belonging to the class referred to above without 
making reference to a particular coordinate system. In this 
paper a method is given to obtain such covariant expres
sions, Previously, Plebanski and Robinson5 have obtained a 
covariant description for the structure of JV spaces ("half
fiat" complex space-times) by a different approach to that 
followed here, The present work complements, in a certain 
sense, the one of Plebanski and R6zga6 on null strings. 

Even though one has to consider complex space-times 
in the derivation presented here, all the final results apply as 
well in the case of real space-times. In Sec. 2, some basic facts 
about congruences of null strings and their relation with null 
massless fields are established. Some similar results for the 
case of real space-times can be found in Refs. 7 and 8. In Sec. 
3, a covariant expression for the solutions of the massless 
spin or field equations in terms of Hertz potentials is ob
tained. In Sec. 4, a covariant description for the metric of any 

space-time which admits a congruence of null strings defined 
by a multiple Debever-Penrose spinor is given. The formal
ism and notation used here follow Ref. 9. All the spino rial 
indices are raised and lowered according to the conventions 
tf;B = tf; A ~B, tf; A = E AB ~ , and similarly for dotted in
dices. 

2. NULL MASSLESS FIELDS 

In this section it is shown that in a space-time which 
admits a congruence of null strings defined by a multiple 
Debever-Penrose spinor, one can construct null massless 
fields of arbitrary spin s>~ without any restriction on the 
Ricci tensor. 

Let aAB denote a null tetrad (with aABacb 
= - 2EAC EBb)' A non vanishing locally defined spinor field 

I A determines a two-dimensional distribution spanned by 
the vector fields 

(2.1) 

This distribution is involutive, and hence integrable, if and 
only if 

(2.2) 

As a consequence of (2.2), the covariant derivatives V VA VB 

are linear combinations of Vc' Therefore if fA satisfies the 
condition (2.2) then the vector fields v A are tangent to a con
gruence of two-dimensional geodesic surfaces. Since v A VB 

= 0, these surfaces are null and they are called null strings. 10 

In a real space-time (assuming that a AB = aBA' where the 
bar denotes complex conjugation) condition (2.2) means that 

the vector field fA I Ba AB (where f B = TB) is tangent to a 
congruence of shear-free null geodesics. 

Let tf; be a non vanishing function. The spinor field tf;l A 
satisfies Eq. (2.2) if and only if fA does; then both define the 
same congruence of null strings. Based on this ambiguity, 
one can impose on the spinor field fA the further condition6 

V Ac(IA IB) = O. (2.3) 

Indeed, in a spinorframe such that fA = 8~, Eq. (2.2) is equi
valent to 

(2.4) 

where r AB and r AB denote the connection one-forms for the 
tetrad aAB , hence, V Adtf;fA tf;fB) = ~8 n alcln ~ 
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+ r IM2C) - 2rdalc)]' Therefore, V AdtPIA t/JIB) = 0 if 
and only if t/J satisfies the conditions 

alA In t/J2 = 2rdalA ) - r ll (a2A ). (2.5) 

From the relation [X, Y] = V x Y - V yX, the second struc
tural equations, and (2.4) one finds that 

(2.6) 

and, denoting by CABCD and CABCD the components of the 
Weyl spin or, 

CIIII=O, 

- 4CII12 = a I
A(FIM2A)) + [rda/) 

+ rAB(aIB)]rll(a2A)' 

- 2CII12 = a/ (FdaIA )) + r AB (alB )FdaIA ). 

(2.7) 

Thus, applying al A to both sides of(2.5) one obtains an identi
ty, showing the integrability of those equations. 

Conversely, contracting (2.3) with IB one finds that the 
spinor field IA satisfies Eq. (2.2). In other words, there exists 
a function/such that the spinor fieldJlA IB satisfies the mass
less field equations of spin 1 (V AC JlA IB = 0) if and only if I A 
defines a congruence of null strings. In a real space-time this 
result is the spinorial image of a well-known theorem of Rob
inson. 11 

Defining the two-form .I-IA gAi 1\ IB ~, one finds 
that the integrability condition (2.2) is equivalent to the exis
tence ofa one-form a such thatd.I = a I\.I, whileEq. (2.3)is 
equivalent to d.I = O. The tangent vectors v satisfying 
v -.J.I = 0 are those which are tangent to the null strings 
defined by I A • 

On the other hand, if there exist a function/ and a 

spinor field I A such that V A R (JlA, lA, .. ·1 A2
,) = 0, then, as

suming 5> 1 and taking IA ~ 8~ as before, one finds that IA 
satisfies Eq. (2.2) and that the function/must be a solution of 

(2.8) 

Applying a 1 to both sides of this equation and using (2.6) 
and (2.7) it follows that 

(5 - 1)C1112 = O. (2.9) 

Thus, for 5 > 1, a necessary condition for the existence of 

massless fields of the formJlA, .. ·1 A2
, is that the spinor field 1 A 

must be a solution of (2.2) and at the same time, a multiple 
Debever-Penrose (DP) spinor (i.e., IA IB IC CABCD = 0). An 
alternative derivation of this result can be found in the more 
general discussion given in Ref. 8. 

The converse is also true. In fact, given a spin or field IA 
which satisfies (2.2) and is a multiple DP spinor there exists a 
function f/J such that,4 

IBVAcIB=IAIBaBclnf/J. (2.10) 

Then, assuming that (2.3) holds, it follows that 

V BclB = - VB aBC In f/J, 

IB V BCIA = FA IB aBC In f/J. 
Therefore, applying repeatedly (2.11) one finds l2 

V A,R ( f/J I - sIA, lA, ... 1 A2
,) = o. 
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(2.11) 

(2.12) 

By multiplying tP l-sIA, ... IA
2, by a functionf, one gets 

another solution of(2.12) ifand only if/satisfies IAaAiJ / 
= 0. This last condition means that/is a constant on each 

null string or, equivalently, that/is an arbitrary function of 
qi and q2 (see Sec. 3).13 

3. MASSLESS FIELDS AND HERTZ POTENTIALS 

In the rest of this paper it will be assumed that the 
spinor field IA is a multiple DP spinor which defines a con
gruence of null strings. As is shown in Ref. 4 the integrability 
condition (2.2) implies the existence ofa pair of functions qi, 
q2 such that 

IA gAB = v2l iJcdqC, (3.1) 

where (l B c) is a nonsingular matrix. Defining the functions 
pA by the conditions 

I caCA pB = - v2¢J 21A iJ, (3.2) 

where f/J is a solution of (2.10), it follows that the functions ~ 
and pA can be used as local coordinates and the set of vector 
fields 

a;A =v2~ v2aA, 
a~ 

(3.3) 

a' '?).l.2(a QB a)_.I"i.l.2 2A = V£Ar a~ - A apB =v2'1' DA, 

constitutes a null tetrad with 

QAiJ = (lIv2)/D(AmIClaCD piJI, (3.4) 

where m A is a spinor field such that m A IA = 1. 
With respect to the tetrad a ~iJ' induced by the coordi

nates ~,pA, the most general solution of the ("right") mass
less field equations, V R A, tftA,.A

2
, = 0, can be written in terms 

of a scalar potential H' in the form 

(3.5) 

where H' satisfies a wavelike equation 14 (see Ref. 4). In order 
to express the components of the field (3.5) with respect to an 
arbitrary null tetrad a AiJ, it is necessary to replace the deriva
tives a;A by covariant derivatives. To this end, one begins by 
noticing that the null tetrads a ~B and aAB are related by 

a~iJ = MA cMB DaCD ' 

where 

MiJD=~ - 1I2/ D
B = _~ 1/2/-BID, 

Mlc=~ -1/2f/J- 2/ c, 

M/ = - ~ 1/2f/J 2(mC + (/ C 12v2) f/J-2 

X I -AliJmDaDiJ ~) 
= - ~ 1/2 f/J 2jijC, 

~ =det I A
iJ . 

(3.6) 

(3.7) 

Denoting by r AB ,r AB and r ~B ,r ~iJ the connection 
one-forms for the tetrad aAB and a ~B' respectively, from 
(3.7) one gets 

r A =/D/ -IAr< _~ -1I2/,cd(A 1/2/-I.A) B BCD B 41 c, 
(3.8) 
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therefore, 

d/ -CIB = _/ -IDr B 
c D 

+ /-IBr,iJ -l/.-IDdln.J (3.9) D c 2 C . 

According to (3.1), the two-form.2' defined in the pre
vious section is given by 

(3.10) 

hence, d.2' = d In.J A.2'. Thus, if IA satisfies Eq. (2.3), then.J 
is a function of t/ only and conversely. In the forthcoming it 
will be assumed that Eq. (2.3) holds, hence vs.J = a [see Eq. 
(2.1)]. 

Using the explicit expression for the one-forms r' AB 
(see Refs. 2 and 4), Eq. (3.9) yields 

vsl-JB = -/ -JDr B D(VS ) 

+ !(l>ZI - Js + ofl - JD )vDln rP. (3.11) 

[This equation can also be obtained from the condition, 
a = Y'ld dqc = d (I - ICBIA gAB), using Eq. (2.11).] There
fore, if (/>B, ... Bn denote the components of a spinorial field (not 
necessarily symmetric) referred to the tetrad aAB , then by 
Eq. (3.11) one gets 

(/ 
- IB / - I Bnn. ) 

Vs AI I... An ~iJl' .. iJn 

= / -lB, ... / :- IBn( A. nl2v. ( A. - n/2(/>. ) 
AI An If' S If' B) .. il" 

+ (e (/>.. e <p. . )vDln A. ) (3 12) SB, DB,.··Bn + ... + SBn B,···D '1" • 

where 

V s-/ eVes. (3.13) 

Returning to Eq. (3.5), from Eqs. (3.6) and (3.7), using 
repeatedly (3.12) one finds 

I/I~ . =(_1)2sA.2s+I/-li!, ... /.-IB" 
A, .•. A 2.s If' (AI A 2s ) 

X ( rP - 512v B, ) ••• ( rP - 512V B,,lH '. 

Thus, since VAt rP -1/2/B ) = a [see Eq. (2.11)], from (3.7) it 
follows that the components of the field with respect to the 
tetrad a AB are given by 

1/1 . . =.J -sA.s+I/B,/B, ... /B2'A.-2 
A 1".A2s If' If' 

xV . A.- 2V . A.- 2V . H' B, (A, 'I' IB,IA, ... 'I' IB,IA2,) 
- A. s+ I/B, /B2sA. -2v . A. -2V . H 
- 'I' ••• 'I' B, (A, .. 'I' IB2,IA2') ' 

(3.14) 

where 

(3.15) 

Due to (2.12), the expression (3.14) can be written in terms of 
aD (s,a) null Hertz potential 

1/1 . - A. 2(s - I)V . A. -2V . A, ... A" - 'I' B.(A, 'I' IB,IA, 
••• A.- 2V . RA.I- sIB,/B, ... /B2,. (3.16) 

'I' IB2,IA2,) 'I' 

Evidently, by redefining H, the factor rP I - S which ap
pears in the Hertz potential can be absorbed. Moreover, 
since any nonvanishing factor can be absorbed into H, Eq. 
(3.16) holds even when the spinor /A does not satisfy condi
tion (2.3). For example, in a spin or frame such that I A = o~ , 
using (2.10) one finds that Eq. (3.16) reduces to the expres
sions for the components of the massless spinor fields found 
by Cohen and Kegeles. 15 The relation between the Cohen 
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and Kegeles potential !/J and the potential H defined above is 
given by !/J = rP I - 3sH. 

Substituting the expression (3.16) into the massless field 
equations, V RA'I/IA,A2, = a, one obtains a differential condi
tion that the Hertz potential has to satisfy. However, the 
equations IR V RA 'I/IA,.A

2
, = a are automatically fulfilled by 

(3.16). Hence, the field equations are reduced to 
mR V

RA , I/IA, .. A
2

, = a, where mR is any spinor field such that 
m R 

/R does not vanish. Thus, in the case s = !, the Hertz 
potential has to satisfy a single linear partial differential 
equation of second order. 15 In the case s = 1, by using the 
ambiguity in the definition of H, one can further reduce the 
field equations to one linear partial differential equation of 
second order. 3, I 5 

For s > 1, there exists integrability conditions which re
strict the solution of the field equations. These conditions 
involve the conformal curvature and are expressed bi 6 

(3.17) 

A similar condition holds for the left massless fields. These 
algebraic restrictions imply that the existence of null mass
less fields require the algebraic degeneracy of the conformal 
curvature (cf., Sec. 2). 

If the integrability conditions (3.17) are fulfilled, then 
the potential H is subject to a single second-order differential 
constraint. In the coordinates t/, pA, this condition is ob
tained by commuting the derivatives aA , , ... ,aA2 , I and DB in 
Eq. (4.3a) of Ref. 4. 

By using an expression analogous to (3.16), Penrosel 7 

showed that in the case of flat space-time, the massless fields 
satisfy the peeling theorem, assuming that the scalar poten
tial (analogous to H) has an appropriate asymptotic behav
ior. 

4. THE COVARIANT FORM OF THE METRIC 

Now, the metric determined by (3.3) will be written in a 
covariant way using a similar procedure to the one of Sec. 3. 

From Eqs. (3.6), (3.7), and (3.3) one gets 

aAB = MCAMDiJa'cD 

=v'2[rP2IiJDifzAaD _I-IDBIA~] 
aqD 

-v'2/AI-IDiJQDcac. (4.1) 

The tetrad 

OaAiJ _v'2[ rP21iJDifzAaD -1- IDiJ/A ~] (4.2) 
aqD 

corresponds to a conformally flat metric (specifically, ° a AB is 
a null tetrad with respect to the conformally flat metric 
0g = 2rP - 2 dt/ ® dp A ), while the remaining term in (4.1) can 
be written as rP -2/A nB R/ saSR ' where 

n AiJ =/ - 1<:"A/ -IDiJ QCD' 
Therefore, 

aAB = °aAB + rP -2/AnBRls asR. 

(4.3) 

(4.4) 

The connection one-forms for the tetrad a ~iI (see Refs. 
2 and 4) can be decomposed into a conformally flat part, 
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or ~B and or ~B (which is obtained by setting QAB = 0) plus 
QAB- dependent part 

ril =orip 

r i2 = or i2 + ~</J 2aA ( </J -2QAB )dr/, 

r;2 = °r;2 + </J 4D A ( </J - 2QAB )dr/ 

+ </JQ AB (D A </J dq B + a A </J dp B), 

r ~B = or ~B + </J 2a(A </J -2QB)CdqC 

+ </J -IQABac </J dqC. 

(4.5) 

Hence, the connection one-forms for the tetrad a AB are given 
by 

r AB = MCAMDBrCD -MCA dM cB 

= orA B - MI(AMI2IB)</J 2aC( </J -2QCb)dqD 

+ MIAMIB [ </J 4D C( </J -2Qcb)dqD 

+ </JQ cb (Dc</J dqb + ac</J dpb)], (4.6) 

where 

And, similarly, 

r AB = -IBbl-IcArb +1-d(AdIB)C 

= °rAB -IBbl -ICA [</J 2a(C </J -2Qb)R 

+ QCbaR In </J ]dqR, (4.8) 

where 

or -I DI-ICo r' +1- 1 dl C AB= B A CD CIA B)' (4.9) 

The one-forms orA Band °rAB are the connection forms for 
the tetrad °aAB . 

Since lAC = -..1/-dA, by Eqs. (4.8), (4.1), (4.3), (3.12), 
(3.1), and (2.3) it follows that 

r AiJ = ° r AiJ + ! V DIA ( </J -11 Dfl iJ)f,lc )gcS. (4.10) 

On the other side, in order to express the derivatives 
appearing in (4.6) in a covariant form, from Eqs. (3.8) and 
(3.12), using the explicit expression of r ~iJ, one finds 

aAsIBc 

= _ID crB D(aAS ) +!l B CaAS In..1 + !lSCaA BIn </J 
_!t5~/DcaAD In</J +</J-2IAlbC I R 

X [VR(bflB)s -flBbaRS In</J]. (4.11) 

However, in (4.11) besides </J,flAB and IA there appear 
the derivatives of the function..1, which depend on the choice 
of the coordinates ~ made at the start. One can eliminate 
these terms by noticing that from Eq. (4.6) one has 

dMcB = -MCArAB -MDBr CD ; 

hence, substituting (3.7) it follows that 

V(..1 -1I2</J -2IB) = - MDrB iD = - ..1 111</J 1mBr;1 

-..1 -1/1</J -1IBr;2' 
(4.12) 

V(..::l1l1</J1mB)=MDBr~D =..1 111</J1mBr;2 
+..::l-1/2</J-2IBr;2, 

with the action of the covariant differential V defined by 
VtPA = - ~(V BCtPA )gBc. Then, using the explicit form of 
r ~B and Eqs. (3.6), (3.7), (4.3), and (3.12) one gets 
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VAclB =!/B[3aAc ln</J +aAc ln..1 
+ </J -4IAI DV D

R( </J1flcR )] 

+ EABI DaDC In </J 

from which it follows that 

VAclBIs = IBIsaAC In..1 + 3/1B IsaA)c In</J 
+ </J -41B IslA I DV DR ( </J 2flcR )' 

(4.13) 

(4.14) 

Finally, substituting into (4.6) after some work one finds that 

r AB = °rAB - !V(A C( </J -2IB)flcbls)i>D 

+!</J -2IAIBfl RC [VSR ( </J -2/ Sfl cb lp) 

- ~ </J -2lpfl RCI saSD In </J ]t'b. (4.15) 

The components of the right conformal curvature are 
easily obtained from their expression referred to the tetrad 
a ~iJ.2.4 From Eqs. (3.6), (4.3), (3.12), and (2.3) one has 

CAiJCD = -! </JVRIA </J -2V lsliJ </J -I/RIsfleD )· (4.16) 

The components of the left conformal curvature referred to 
as an arbitrary tetrad can be obtained by a similar computa
tion. However, this computation is considerably more in
volved than the previous ones. It requires knowledge of the 
covariant derivatives of mA , which are given by (4.12). The 
result, written in a form which explicitly shows the algebraic 
degeneracy of this spinor, is 

CABCD = - ~ -I</J -2/(AIB V cR</J -2V D)S..1</J 2flRS 
+!</J -6IAIBlcID 
X [!..1 -2VRS</J 1aRS (..1 2fl PQflpQ ) 

+ </J -2I MV MR(</J 2flR S)/NaNS(fl PQflPQ)]. 

The derivatives of the function..1 can be eliminated by using 
Eq. (4.14). 

If one assumes that the Einstein field equations are sat
isfied, then QAiJ can be written in terms of a key function and 
some constants of integration provided that the energy-mo
mentum tensor of the matter has a constant trace and satis
fies IA IB TABcD = 0, where TABeD denotes the spinorial com
ponents of the traceless part of the energy-momentum 
tensor. 3,4 Clearly, this condition is satisfied in the case of 
vacuum. 1.1 Using the procedure presented here one can find 
flAB and then apply the general relations derived above. 

For example, in the case of vacuum with IB V ACI B = 0 
(called Case I in Refs. I and 2) </J is a function of qR only and 
the object QAB is given by 

QAB = -aAaBe' -j</J2LIAPBP 

where e' is a function which has to fulfill a partial differen
tial equation of second order involving only quadratic non
linearities and LA = LA (qR). Then from Eqs. (4.3), (3.6), 
(3.7), (3.12), and (2.3) it follows that 

flAB = - ~</J -4V CA V DBel cI D - j</J 2S(A 7TBp (4.17) 

where 

e-..1 -2e', 

[cf., Eq. (3.15)] and 

SA 1- tCALc, 7TiJ I -IDiJ Pb' 

Using Eq. (3.12) one finds that, in this case, the fact that LA is 
a function of qR only amounts to I AV AiJS C = o. 
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5. SOME FINAL REMARKS 

According to the terminology of Ref. 18, Eq. (4.4) 
means that the metric of a space-time which admits a con
gruence of null strings defined by a multiple DP spinor is KS 
conjugated to a conform ally flat metric 0g. Denoting by °v 
the (conformally flat) connection corresponding to 0g and 
taking °v AB =oV"J

40
' from Eqs. (4.4), (4.6), and (2.11), one 

finds 

(5.1 ) 

Thus, the spinor I A also defines a congruence of null strings 
in the structure with the metric 0g and from Eqs. (5.1), (4.13), 
and (4.4) it follows that 

°v ABIC = !Ie[ 30JAB In ~ + °JAB In L1 ] 
+ CACl DOJDB In~. (5.2) 

The normalization condition (2.3) is equivalent to the 
existence of a vector field ZAB' the Sommers vector,8.6 such 
that 

(5.3) 

However, if ¢ is a nonvanishing function such that fA JAB ¢ 
= 0, then ¢IA also satisfies (2.3) and ZAB is replaced by ZAB 
+ ~J AB In ¢. Thus, given a congruence of null strings, the 

Sommers vector associated to it is defined modulo these 
transformations. By comparing Eqs. (5.3) and (4.13) one sees 
that the Sommers vector associated to the congruence de
fined by 14 can be chosen as 

ZAB=~JABln~ + !~-4IAIDVDk(~2nj3R)' 
While from (5.2) one finds that, with respect to the confor
mally flat structure 

°ZAB = ~OJAB ln~. 

It should be remarked that the metric 0g is not uniquely 
defined since it depends on the choice of coordinates tt, pA, 
and the function~. If ~ is another solution of (2.1 0) and qA, pA 
is another set of coordinates constructed as in (3.1) and (3.2) 
then °g=2~ -2dqA ® s dfJA = 0g + 2p~ -2(JqA /JqB) 
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X(JfJA/JqC)dr/ ® s dqc, wherep=~ 2/~ 2isafunctionofqR 

only andPA =p-I{JqC /JqA)pc + UA, where UA = UA(qR). 
In general, the metric 0g will be complex. If JAB is Hermitian, 
then not necessarily each term in (4.4) will be separately Her
mitian. 

Finally, it is easy to see that the Eqs. (4.4), (4.10), (4.15), 
(4.16), and (4.17) apply even when fA does not satisfy the 
normalization condition (2.3). 
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An eight-dimensional Riemannian geometry is shown to be the basis of a nonsymmetric theory of 
gravitation. A hyperbolic complex structure is imposed and the group structure is 
GL(8,R )-+GL(4,R ) ® GL(4,R ) :::>GL(4,R ). Oct onion and quaternion division algebras are used to 
represent geometrical quantities and spinors. A Lagrangian is constructed that is related to 
supersymmetry and supergravity theories. The group structure for a hyperbolic octonion scheme 
is GL(8,qH)-+GL(4,OH)~GL(4,qH) ® GL(4,QHPGL(4,qH)' while a simpler scheme based on 
hyperbolic quaternions is GL(8,q-+GL(4,QH )~GL(4,q ® GL(4,CPGL(4,q. 

PACS numbers: 04.50. + h, 02.40.Ky 

1. INTRODUCTION 

The nonsymmetric theory of gravitation 1-4 in four real 
space-time dimensions, based on a nonsymmetric metric 
g!'v = g( !'v) + g [ !'v I has a natural geometrical formulation in 
an eight-dimensional space.5 The metric g!'v and its conju
gate8'!'v (8'!'v = g( !'v) - g[!'v I) can be associated with two tan
gent spaces Tx and T ~, and the D = 8 space can be described 
by the product Tx X T ~. In Ref. 5, the conjugate metric 8'1'" 
was related to the hypercomplex numbers E with c = + 1, 

so that g'j.v = g( !,vJ + Eg [ !'v I and 8'~v = g( !,v) - Eg [ !'v I' Such 
hyperbolic complex numbers were used by G6del6 in terms 
of "split" quaternions or "hyperbolic" quaternions, which 
belong to a real subalgebra of the complexified quaternion 
algebra that is not equivalent to the ordinary real quaternion 
algebra. 

In the D = 8 space the geometry is (pseudo-) Rieman
nian and the metric is symmetric, 

gIA = gAI (.I,A = 1,2, ... ,8). 

Indeed the gIA can be written as a matrix 

~!'v 
gIA = _ 

!'v 

where in this notation5 g!'v = gv!, (jl,v = 1,2,3,4) Iji,v 
= 5,6,7,8), gjiv = - g!,'" and gji" = g"ji = - g!'v' 

(Ll) 

(1.2) 

In the following we shall be mainly concerned with the 
bein and spinor structure of the theory. Spinors have some 
unique properties in D = 8 spaces which we shall discuss 
below, and they can be associated with quaternions and oc
tonions. Such an association suggests an intimate relation to 
supersymmetry and supergravity.7 

2. ACHTBEINS AND SPIN CONNECTIONS 

Since the metric in D = 8 space is symmetric we can 
write it in terms of "achtbeins" e1 (A,.I = 1,2, ... ,8) ass 

(2.1) 

where TJAB = diag ( - 1, - 1, - 1, + 1, + 1, + 1, + 1, - 1) 
and 

e1 = ( as1~x)) . 
ax x~X 

(2.2) 

Here 51 denotes a locally "inertial" frame at each point 
x = Xinour D = 8 space. We choose the signature of our Ms 
manifold such that the number of spatial dimensions is s = 4 
and the number of time dimensions is t = 4. The achtbeins 
satisfy 

(2.3) 

and 

e1e; = D~. (2.4) 

Then, 

gAB = e~~TJIA = TJAB' (2.5) 

We can introduce a tangent space covariant derivative in the 
form 

DA = e~ (~ + flI)' 
aXI 

(2.6) 

where fl I is the spin connection given by 

fl = J..- U[AB leA (X)(~ e (X)). 
I 2 A axI BA 

(2.7) 

The U[AB I are a set of constant matrices that are skew sym
metric in A and B and satisfy the relations 

[UAB,UCD ] = TJCBUAD - TJCAUBD + TJDBUCA - TJDAUCB' 

(2.8) 

The achtbeins e1 satisfy 

aI~ + (flI)~e~ - r~A e1z = 0, (2.9) 

where r ~A is the connection on the principal bundle oflin
ear coframes in the D = 8 space. We can express r in terms 
ofe and fl: 

r IAfl = r~A g,w = TJAB [aI~ + (flI)~e~ ]e~. (2.10) 

If we perform the transformation 

(2.11) 

then the metric (2.1) remains invariant if U is an element of 
SO(4,4). Demanding that r also be invariant under this 
transformation, leads to the equation 

(flI)~ = [UflIU- 1 - (aIu)U-1H. (2.12) 

Since the flI transform like the generators ofSO(4,4), 
then 
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J.xgflA -gaA r~fl -gfla r~A =0 (2.13) 

and the r acts in the D = 8 space as the connection coeffi
cient for the metric in the sense of Riemannian differential 
geometry. 

A calculation gives 

([D.x,DA ])~ = (Ru)~, 
where 

(2.14) 

(Ru)~ = J.x(I1A)~ - JA (11.x)~ + ([ 11.x,I1A ])~. (2.15) 

We can now form aD = 8 scalar curvature 

R = 7JAc~e~(R.xA )~. (2.16) 

By using R we can form our Lagrangian density 

!f = eR, (2.17) 

where e = det(e1). 

3. REDUCTION TO D = 4 SPACE-TIME MANIFOLD 

Our eight-dimensional vector space can be described in 
terms of the tangent space5 

(3.1) 

so that elemen ts of T ~ are ordered pairs of vectors (X, Y). The 
fiber bundle L '(M4) associated with a given D = 4 real mani
fold M4 of Tx is 

L '(M4) = L (M4)XGL(4.R)GL(8,R), (3.2) 

where GL(4,R ) has a natural (subgroup) right action on 
GL(8,R ). We introduce a hyperbolic complex structure J on 
R g with J2 = + 1, that reduces GL(8,R) to 
GL(4,R ) ® GL(4,R ) while preserving J. 

We now choose one of our D = 4 space-time manifolds 
M4 to be a constant hypersurface in our D = 8 manifold Mg. 
This fixes the suffixes.I, A, etc. to the values J.-l, a, etc. that 
take on the values 1,2,3,4, i.e., we "freeze out" [i,a = 5,6,7,8. 
Then the connection r ~B denotes the 4 X 82 degrees of free
dom of a GL(8,R ) connection over M4. We now require that5 

VJ=o, (3.3) 
where V is the covariant derivative operator defined by 

(3.4) 

with ec = eli dxJ.t (J.-l = 1,2,3,4). The condition (3.3) yields 

r~f3 = r~(3' (3.5a) 

r~(3 = - r!f3' (3.5b) 

and we are left with the 2 X 43 components of the connection 
over GL(4,R) ® GL(4,R). We thus have a complex-valued 
connection in M 4 : 

(3.6) 

In familiar notation 

r~~ =rtJ.tV) + ErfJ.tvl (3.7) 

with rtJ.tv)-!(F~v + r~J.t) ~ r~v and 
r f J.tV 1 !(F ~v - r ~J.t) = r ~v' Then the conjugate connec-
. . r- CA r A r A d r- CA rCA' "h tlOnls J.tv= (J.tv)-E [J.tvl an J.tv= vJ.tlsa yper-

complex" Hermitian connection. The metric also has a (hy
percomplex) sesquilinear form 
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g~v = gJ.tv + Egilv (3.8) 
and gJ.tv is hypercomplex Hermitian, 

~v = g<"J.t' (3.9) 

In terms of hypercomplex vierbeins e~a = e: + Ee~, we have 

g~v = 7Jabe:e~ (J.-l,v,a,b = 1,2,3,4). (3.10) 

Since ~ = 1 thegJ.tv acts as a "real" metric and does not have 
any ghost poles in the D = 4 version of the non symmetric 
theory of gravitation.9 This is why we prefer working with 
the hypercomplex number structure which forms a ring, in 
contrast to the Hermitian structure, based on ordinary com
plex numbers ( J 2 = - 1) that form a field. The Lagrangian 
density in terms of our projected complex-valued tensors on 
M4 is 

!f = ( - g<)I!2(agc J.tvR ~~a + bgcJ.tvR ~':z,,), (3.11) 

where a and b are real parameters. It was proved in Ref. 10 
that !f is pure real and is the Lagrangian of the nonsymme
tric theory of gravitation. 1-4 Note that the second term in 
(3.11) is the generalized Ricci scalar in the non symmetric 
theory, while the first term is the trace of the second contrac
tion ofthe generalized Ricci tensor. The latter is zero in four
dimensional Riemannian geometry but nonzero in the pres
ent case due to the antisymmetric part of the hyperbolic 
complex metric g~v' 

4. EIGHT-DIMENSIONAL SPINORS 

In D = 8 space a general spinor '/I has sixteen compo
nents. We write '/I as 

IU = (:':,'.) 'r If' (i = 1,2, ... ,8). 

A rotation transforms (4.1) as 

'/I' = MAB '/I (A, B = 1,2, ... ,8), 

where MAB are 8 X 8 matrices. The Dirac equation is 

(iDArA + m)'/I = 0, 

(4.1) 

(4.2) 

(4.3) 

where DAis the covariant differential operator in Eq. (2.6) 
and the eight matrices r A satisfy 

IrA,rBJ=27JAB (A,B=1,2, ... ,8). (4.4) 

The smallest nontrivial representation of the r A has to be 16-
dimensional. We choose an Hermitian representation for r A 

(4.5) 

where all elements in (4.5) are 8 X 8 matrices with a~ = a A 

andP~ =PA' 
A vector in Mg can be represented by 

(4.6) 

An infinitesimal rotation by an angle e in the A,B plane is 
determined by the operator 

(4.7) 

and 
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A' =MABAM A-B
I
• 

The quantity 

\fITB\fI 

(4.8) 

(4.9) 

is invariant under rotations, where B is a matrix satisfying 
B2 = 1. 

In an eight-dimensional space, the eight component 
spinors '" and ~ and the vector A are equivalent, since they 
all three have the same number of components in a D = 8 
space. Let the dimension of IJI in spinor space be r. We then 
have D = 2v and D = 2v - 1 for even and odd D, respective
ly. The dimensions of the subspinors '" and ~ for even D is 
2V 

- I. Only for D = 8 is D = 2V 
- I satisfied, which makes 

D = 8 a special space in that the principle of "triality" is 
valid, 11-13 i.e., a rotation by an angle cp induces correspond
ing rotations by angles !O in A and", and "', cp, and A are 
equivalent and cannot be distinguished. 

5. QUATERNIONS AND OCTONIONS 

A division algebra is a linear algebra with an identity 
and an inverse for every element except zero. If a norm N 
exists then 

N (AB) = N (A )N(B), A,BEA, NER (N)O). (5.1) 

Hurwitz's theorem l4 states that there are only four such al
gebras. Their elements are identified, respectively, with the 
real numbers, the complex numbers C, the quatemions q, 
and the octonions 0 (Cayley numbers). The existence and 
properties of division algebras have been related to those of 
supersymmetric field theories in various higher-dimensional 
spaces. 15 There also appears to be a relation of division alge
bras to supergravity. 

Octonions are based on the eight units e l ,e2, ... ,eg that 
satisfy 

ei = e l , e~ = - e l , ek = - ek (k = 2,3, ... ,8), 
(5.2) 

{ek,ell = Okl (k,l = 2,3,4, ... ,8). 

We shall use split octonions or hyperbolic octonions defined 
by 

jk = jk (k = 3,4, ... ,8), 

[jk,jl] = - Okl (k,l = 3,4, ... ,8), (5.3) 

where i is the ordinary pure imaginary number (P = - I) 
which is assumed to commute with all eA (A = 1,2, ... ,8). A 
hyperbolic octonion can be written as 

C = cljl + C2j2 + C3j3 + ... + cgjg, (5.4) 

and the conjugate hyperbolic octonion is 

C = cljl - c2j2 + C3j3 + .,. + cgjg. (5.5) 

Then the norm of C is 

N(C) C·C=d +c~ -c~ -c~ - ... -?s. (5.6) 

Hyperbolic octonion multiplication is noncommutative 
and nonassociative. 

We now represent our achtbeins in terms of the eight 
hyperbolic octonions in the form 

(5.7) 
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Our eight-component spinors tP and ¢ are represented by 

'" = tPljl + tP2j2 + ... + tPsjg, (5.8a) 

~ = ¢ljl + ¢2j2 + ... + ¢gk (5.8b) 

Thus our eight-dimensional tangent space has hyperbolic 
octonion achtbeins and spinors that are noncommutative 
and nonassociative. 

The Lagrangian density !t" in (2.17) is now a scalar 
density invariant under the transformations of the group 
GL(8,qH) or GL(32,R ), where qH denotes the hyperbolic 
quatemion algebra. The reduction to a four-dimensional 
manifold, as described in Sec. 3, is done through the group 
reduction 

GL(8,qH )-GL(4,OH )~GL(4,qH) ® GL(4,QH)' (5.9) 

The imposition of a metrically compatible connection, then 
yields the reduction 

(5.10) 

In (5.9) OH denotes the hyperbolic octonion algebra. 
We should note the isomorphism SL(8,QH)~SU*(16) 

which is important for our octonion space Ox' 
We shall use hyperbolic quatemions in the form 

(5.11) 

and 

(5.12) 

Then the vierbeins e~ in the four-dimensional quatemion 
tangent space Qx and the four-dimensional manifold M4 are 
represented by 

I' 2· 3' + 4 . (5 13) ell = eilli + ellh + ellh ell ]4' . 

A four-component spinor tP is represented by 

'" = tPljl + tP2j2 + tP3j3 + tP4j4' (5.14) 

The eight-dimensional hyperbolic quatemion tangent space 
Q; = Qx X Qx is described by the transformations of the 
group GL(8,C). The latter group preserves the metric (2.5). 
We can also consider the in variance of the quatemion space 
in a real D = 16 space under the transformations of 
GL(16,R). The reduction to aD = 4 space-time manifold is 
achieved through 

GL(8,ej-GL(4,QH )---GL(4,ej ® GL(4,ej-GL(4,ej. 
(5.15) 

Thus the group that preserves the D = 4 metric (3.10) in the 
four-dimensional tangent space Qx is GL(4,C) which gener
alizes the corresponding (gauge) group GL(4,R ) in the tan
gent space Tx discussed in Ref. 5. 

The Lagrangian !t" in our hyperbolic oct onion tangent 
space Ox is an interesting candidate for a supergravity the
ory. But the !t" in the hyperbolic quatemion space 
Q; = Qx X Qx is a simpler theory, since the algebra is associ
ative. 

6. CONCLUSIONS 

We have shown that the nonsymmetric theory of gravi
tation has a unique geometrical structure that is (pseudo-) 
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Riemannian in a real eight-dimensional space with the signa
ture (- - - - + + + +). A hypercomplex structure 
is imposed as in Ref. 5, and the group GL(8,R ) reduces to 
GL(4,R ) ® GL(4,R ) ~ GL(4,R ). The spinors in the D = 8 
space can be constructed and they satisfy the principle of 
triality. A Dirac equation can be written in terms of a Clif
ford algebra, based on eight matrices r A • The principle of 
triality, which says that e1, ¢, and ifJ are indistinguishable, 
already suggests a supersymmetric structure in terms of a 
discrete symmetry that is naturally built into the scheme in 
an eight-dimensional space. 

We generalized our R 8 space to a hyperbolic octonion 
space Ox of achtbeins and found that the group 
GL(8,QH)---+GL(4,OH)=GL(4,qH) ® GL(4,QH ):::JGL(4,QIf) 
was the basic fiber structure. A simpler structure was then 
developed for the hyperbolic quaternion space 
Q _~ = Qx X Qx with the group structure 
GL(8,q---+GL(4,QIf)=GL(4,q ® GL(4,q---+GL(4,q. This 
scheme is closely related to a Grassman algebra structure of 
noncommutative operators and could form the basis of an 
elegant supergravity theory. 
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Structural symmetry between generalized gravitational field (gravito-Heavisidian field) and the 
generalized electromagnetic field associated with dyons has been demonstrated, and the field 
equations, equation of motion, and the quantization condition for angular momentum operators 
for both these fields have been unified. 

PACS numbers: 04.50. + h, 03.50.De, lUO.Cd 

Recently, the question of existence of monopole 1,2 has 
become a challenging new frontier and the object of more 
interest in connection with quark confinement problem of 
quantum chromodynamics. The eighth decade of this cen
tury witnessed a rapid development of the group theory and 
gauge field theory to establish the theoretical existence of 
monopoles and to explain their group properties and sym
metries. Keeping in mind t'Hooft's solutions3 and the fact 
that despite the potential importance of monopoles, the for
malism necessary to describe them has been clumsy and not 
manifestly covariant, we have recently developed4

,5 the self
consistent quantum field theory of generalized electromag
netic fields associated with dyons (particles carrying electric 
and magnetic charges) by using two 4-potentials and assum
ing the generalized charge, generalized 4-current, and gener
alized 4-potential associated with dyons as complex quanti
ties with their eal and imaginary parts as electric and 
magnetic constituents. Postulating the Heavisidian mono
pole6

•
7 and keeping in mind the recent interest in the linear 

equations for gravitational field,6 the present paper demon
strates the structural symmetry between the generalized gra
vitational field (linear) and the generalized electromagnetic 
field (associated with dyons), and unifies the field equations, 
equations of motion, and the quantization conditions for an
gular momentum operators for both these fields in a consis
tent symmetrical manner. 

Assuming the existence of magnetic monopole in order 
to explain the quantization of electric chage, Dirac l general

I 

alized the Maxwell's field equations into following form: 

V·E =jo, 

V·U = ko, 

au 
VXE= ---k at ' 
v U aE . x =Tt+J (c=li= 1), (1 ) 

wherejo and ko are electric and magnetic charge densities 
and j and k are the corresponding current densities. On the 
other hand, the linear equations for gravitational field with 
Heavisidian monopoles may be written as 7 

V·G= -PG' 

V·JY'= -PH' 

V G 
aJY'. 

X = ---+JH' at 
v =" aG . 

XU'[ =--JG' at (2) 

where G is gravitational field, JY'is Heavisidian field, PG is 
gravitational charge (mass) density, 7TH is Heavisidian 
charge density, jG is gravitational current density, and jH is 
Heavisidian current density. In order to write the sets of 
equations (1) and (2) in a unified form, let us introduce the 
generalized field function "'(x) such that 

{
E-lH 

"'(x) = G _ iK 
(for generalized electromagnetic fields) 

(for generalized gravitational fields, i.e., for gravito-Heavisidian field). 

Let us also introduce the generalized charge (mass) q and 
generalized 4-current source density JJ.l such that 

q = {e - i~ (for dyons) 
m - lh (for gravito-dyons), (3) 

, {ip - ikJ.l (generalized 4-current) 
lJ.l = J~G) - ik~) (generalized gravitationaI4-current), 

where e andg are electric and magnetic charges on a dyon; m 
and h are gravitational and Ueavisidian charges (masses) on 
a gravito-dyon;l~G) and k ~H) are gravitational and Heavisi
dian 4-current densities given by 

l~G) = (jG,pG) and k~H) = (jH,pH)' 

Here we have assumed that the generalized electromagnetic 
fields satisfying Eqs. (1) are produced by dyons carrying the 
generalized charges and the generalized gravitational fields 
(i.e., gravito-Heavisidian fields); the fields satisfying Eqs. (2) 
are produced by gravito-dyons carrying the generalized 
masses (charges). We may now unify the generalized field 
Eqs. (1) and (2) into the following form: 

V·", = aJo, 

VX'" = - i Jl\I - iaJ, (4) at 
where Jo and J are temporal and spatial parts of 4-vector 
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(JJl- J and a is a constant having the values a = + 1 for gen
eralized electromagnetic fields and a = - 1 for generalized 
gravito-Heavisidian fields. This equation shows that while 
passing from generalized electromagnetic field to the gener
alized gravitational field, one must replace JJl- by - JJl- in 
field equations. 

The Lorentz equation of motion of generalized charge q 
in the generalized field t/J may be written as 

Mx = Re[q(t/J* - ivxt/J*)], (5) 

where Re denotes the real part and the effective mass Mis 
given by 

M = m - (a - l)b/2. (6) 

For the dyon moving in the generalized electromagnetic 
field M = m and Eq. (5) reduces to 

mx = e[E + vXH] + g[H - vXE], (7) 

which is the usual Lorentz equation of motion for a dyon. 
For the gravito-dyon (the particle carrying gravitational 
charge m and Heavisidian charge h) moving in the general
ized gravitational field, we have 

M=m+h [since a = - 1 in Eq. (6)], 

and hence Eq. (5) reduces to 

(m + h)X = m[G + vXJlf') + h [JIf' - vXG] (8) 

which is similar to the result derived recently by Singh. 7 We 
may therefore treat Eq. (5) as the unified Lorentz equation of 
motion of generalized charge (mass) in the generalized fields. 
We have shown in our earlier papers4

•
5 that in order to avoid 

the occurrence of unphysical string variables in the solution 
of generalized field equation and in the quantum field theo
retical description of generalized fields, we have to introduce 
two 4-potentials {AJl- J and {BJl- J. Introducing the general
ized 4-potential { VJl- J such that 

(9) 

the unified generalized field equations (4) may be written as 
follows: 

J2 Vy _ J
2

V" 
-----.:...-=aJJl-' (10) 

Jx~ JX"JxJl-

which is the unified generalized field equation in terms of the 
generalized 4-potential and the generalized 4-current. When 
the 4-potential { VJl- J satisfies the Lorentz condition, this 
equation reduces to 

DVJl- =aJJl-' 

In other words, under the Lorentz condition we have 

{
J (for generalized electromagnetic fields)( lla) 

o VJl- = ::. J (for generalized gravitational fields), 
Jl- (lIb) 

which also shows the replacement of JJl- by - JJl- in the field 
equations while switching over to generalized gravitational 
fields from generalized electromagnetic fields. We have al
ready shown in our earlier papers8

,9 that the usual sublu
minal electromagnetic fields when observed from a superlu
minal frame or a superluminal electromagnetic field when 
observed from a subluminal frame appear to satisfy the field 
equations (lIb). We may therefore conclude that the field 
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equations for generalized electromagnetic fields when trans
formed under complex superluminal Lorentz transforma
tions (10) become the field equations for gravitational fields. 

We find that the unified field equations (4) and the equa
tion of motion (5) are dual-invariant under the following con
tinuous dual transformations: 

Re t/J'-Re t/J cos e + 1m t/Jsin e, 
1m t/J'- - Re t/J sin e + 1m t/J cos e, 
Re JJl- -Re JJl- cos e + 1m JJl- sin e, 
ImJJl-- - ReJJl- sin e + ImJJl- cos e, 

where Re and 1m denote real and imaginary parts. We also 
find that Eqs. (4) and (5) possess the symmetry under simul
taneous space and time reflections combined with rotation in 
charge space,5 and also under the combination of reflection 
in charge space with space and time reflections separately. 

Using the equation of motion (5) of generalized charge 
(mass) in a generalized field, we may write the following 
expression for the angular momentum vector ofjth general
ized charge (mass) moving in the generalized field of k th 
generalized charge (mass), which is assumed at rest: 

J = rXplIm(q;qt)r/r, (12) 

where p = Mj(dr/dt) and 1m denotes the imaginary part. In 
deriving this result, we have substituted 

(13) 

in Eq. (5). Equation (12) is similar to the recent result of A. 
Singh.7 But this angular momentum is not acceptable in the 
presence of magnetic monopole (Heavisidian charge) be
cause it is not gauge invariant. The angular momentum vec
tor, which is both gauge invariant and rotationally symmet
ric, may be written in the following form: 

J = rX [p - Im(qjqt)v] + Im(q;qt)r/r, (14) 

where V is the spatial part of generalized 4-potential ( VI' J. 
We may also write the following expression for the gauge
invariant linear momentum of ith particle carrying the gen
eralized charge (mass) qj in the field of k th generalized 
charge (mass): 

n = p - Im(qjqt)V. (15) 

Using Eqs. (14) and (15), we get the following gauge-invar
iant and rotationally symmetric commutation relations for 
the linear momentum operator iI, the ,Position operator '" 
and the angular momentum operator J of the generalized 
charges (masses): 

[Jm'~n] =icmnp"p, 
[llm,rn] = iomn , 

~ ~ T 
[n m ,lIn] = - 1m qjqtcmnp tPP " 

[J m ,lln] = iCmnpllp, 

[J m,ln] = iCmnpJp 

(16) 

where t/JT = - zVXV is the transverse part oft/J. From Eq. 
(14) we get the scalar 

(roJ)!r = Im(qjqt), (17) 

which commutes with all the observables. Equation (14) also 
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shows that there is a residual angular momentum 

'res = Im(qjqt)rlr 

carried by generalized fields of generalized charges besides 
the orbital and spin angular momentum of each particle. 
Furthermore, if the generalized momentum given by Eq. (14) 
is quantized along the line joining generalized charges 
(masses) qj and qk' we obtained the following quantization 
condition for generalized charges (gravitational charges): 

(18) 

where n is an integer. It reduces to the following chirality 
quantization condition for the generalized electromagnetic 
fields: 

(19) 

which is identical to the result of Zwanziger11 and to that 
derived in our earlier paper4 by different approach. For the 
generalized gravitational field (i.e., gravito-Heavisidian 
field), Eq. (18) reduces to 

mjhk - mkhj = 0, ± 1, ± 2,. .. , (20) 

where mj and hj are gravitational and Heavisidian charges 
(masses) onjth gravito-dyon. 

It has been shown in our earlier papers 12 that the condi-
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tion (19) leads to a very large force between two opposite 
magnetic charges as compared to that between negative and 
positive unit charges. It could explain, to some extent at 
least, the negative results of the experimental search for 
monopole. In a similar manner, Eq. (20) leads to the enor
mous forces between Heavisidian charges and suggests that 
Heavisidian monopoles are the most strongly interacting 
form of matter. 
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Stochastic processes defined by a general Langevin equation of motion where the noise is the non
Gaussian dichotomous Markov noise are studied. A non-Fokker-Planck master differential 
equation is deduced for the probability density of these processes. Two different models are 
exactly solved. In the second one, a nonequilibrium bimodal distribution induced by the noise is 
observed for a critical value of its correlation time. Critical slowing down does not appear in this 
point but in another one. 

PACS numbers: 05.40. + j, 02.50. + s, 02.30.Jr 

1. INTRODUCTION 

Stochastic differential equations have an important and 
successful role in the theory of nonequilibrium phenomena. 
Most of them them are Langevin type, which are first-order 
differential equations with stochastic terms. In some cases 
the stochastic forces enter additively and often it is assumed 
that they represent internal fluctuations. In other cases the 
noise enters externally by means of a parameter of the pheno
menological equation of motion which fluctuates. This kind 
of external noise has received a great deal of attention be
cause it can represent a fluctuating external environment or 
a controlled noise generated in the laboratory by specific 
devices and introduced in the system in order to study its 
influence. This external noise is independent of the system 
and it is characterized by its intensity and correlation time. 
Examples of the influence of external noise can be found in a 
variety of systems, such as electric circuits I or liquid crys
tals,2 among others. 

The mathematical study of these equations begins with 
the modeling of the noise. The simplest assumption is to take 
a Gaussian white noise which has zero correlation time. In 
this case, the process is Markovian and a Fokker-Planck 
equation for the probability density always exists. 3 Never
theless, this noise cannot always substitute for a real noise, 
which has a finite (perhaps small, but not zero) correlation 
time. In this case, the hypothesis of white noise, although 
suitable for a general description of the process, does not 
explore all the possibilities of a real noise. If we want to take 
into account the color of the noise, we should choose a math
ematically tractable colored noise. Although many possible 
noises exist4 only two of them have been receiving enough 
consideration in the literature. 

The first one is the Ornstein-Uhlenbeck process, which 
is Gaussian and obeys the same equation of motion as the 
velocity of a free Brownian particle. Stochastic processes 
driven by this noise have been studied in Refs. 5-8 and inter
esting features have been found which do not appear in the 
white noise assumption. 

The second noise is the two-step Markov process or 
dichotomous noise. 9

.
10 This noise is not Gaussian but Mar

kovian and its influence in the stochastic process has been 
studied in Refs. 10--12. Interesting results, some of them 

quite similar to the former case, have been obtained, but only 
for the stationary state. A few dynamical properties are 
known in this case. 12 This paper will be mainly devoted to 
the study of the dynamics of two stochastic processes which 
allow an exact analysis. These are linear models except for a 
change of variables, but they are not trivial. Moreover they 
present mainly the second example-characteristics belong
ing to the nonlinear cases, such as the possibility of having a 
nonequilibrium bimodal distribution. 

The study is carried out by means of the evaluation of 
the first two moments of the stochastic variable and the solu
tion of the differential equation that obeys the probability 
density. 

Section 2 is devoted to the problem of finding the differ
ential equation satisfied by the probability of the stochastic 
process. A short summary of the mathematical tools is pre
sented and a differential equation of the non-Fokker-Planck 
type is obtained for the probability density. This new result is 
particularized to exact cases, whose probability density 
obeys a second-order partial differential equation of the hy
perbolic type. 

In Sec. 3 we study two exact examples: the first one is a 
pure diffusive model and the second one is a linear case with 
linear drift and additive noise. This last case is the most rel
evant and it will show interesting nonequilibrium character
istics. In Sec. 4 we summarize the main results of this paper. 

2. GENERAL THEORY 

A. Differential equation for P(q,t) 

Here we summarize some known results. One can as
sume quite generally 10. 1 1 the following equation of motion 
for the variable q: 

if =!(q) +g(q)S(t), (2.1) 

where S (t ) is a stochastic force that we identify with the di
chotomous noise or two-step Markov process. 13 This noise 
will only have two possible values ±..1 with equal probabil
ity and jumps with probability 0- dt fordt. 9 1t has zero mean 
and autocorrelation 

(s(t)s(t') =..1 2 exp( -A It- t'll· (2.2) 

By means of the "formula of differentiation" of Shapiro 
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and Loginov,14 

~ (s (t)cP [s (t )]) 
at 

= -A (s(t)cP [s(t)]) + (s(t) :t cP [SIt)]), (2.3) 

wherecP [S (t )]isafunctionalofs (I )andtheaverageisoverthe 
distribution of S (I ), we can obtain a closed set of equations for 
the probability density P (q,1 ).11.14 The method we are follow
ingll is an alternative to that employed by Kitahara el al. \0 

We begin with the stochastic Liouville equation l5 for the 
density p(q,t ) of a set of realizations of (2.1), 

p(q,l) = - :q (f(q) + g(q)S (t ))P(q,t ). (2.4) 

Taking the average over S (t) and using Van Kampen's 
lemma9 

P(q,t) = (P(q,1 ), 

we arrive at 

. a a 
P(q,t) = - -f(q)P(q,t) - -g(q)PI(q,t), 

aq aq 

where 

PI(q,l) = <S (t )p(q,t ). 

(2.5) 

(2.6) 

(2.7) 

Since p(q,t ) is a functional of S (t ), we will use the formula of 
differentiation (2.3) to obtain an equation of motion for 
PI(q,t): 

PI(q,t) = - APtIq,l) - ~ f(q)Pl(q,t) 
aq 

- ~ g(q).1 Z P (q,t ), (2.8) 
aq 

where we have used the fact that the square of the dichoto
mous noise is a constant S Z(t ) = .1 z. 

The set of equations (2.6) and (2.8) form a closed system 
of linear partial differential equations whose solution will 
give us P (q,t ), provided that we know the initial condition 
P(q,O). We also need another initial condition because we 
have two linear equations. The second one is obtained as
suming statistical independence between S (t ) and p(q,t ) in 
t = 0 14: 

<s (t )P(q,t) I t ~ 0 = PI(q,O) = 0, 

which implies in (2.6) 

ap (q,t) _ ~ f(q)P (q,t ) I = 0, 
at aq t~O 

which together with 

P(q,t)lt~O =o(q) 

will be the initial conditions of the system (2.6), (2.8). 

(2.9) 

(2.10) 

(2.11) 

A closed equation for P (q,t ) cannot easily be obtained. 
Nevertheless, a formal expression can be given II in the fol
lowing way. 

Let us formally integrate the linear equation (2.8): 

PI(q,t) = - A zi'exp { - (A + ~ f(q)}t - t')} 

:q g(q)P (q,t ')== -A ZB(q,t), (2.12) 
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where we have used (2.9). Substituting it in (2.6) we arrive at a 
formal differential equation for P (q,t ) II: 

P(q,t) = - ~f(q)P(q,t) +.12~g(q)B(q,t). (2.13) 
aq aq 

The main object of this paper will be the exact solution, for 
two particular cases, of this integrodifferential equation. 

Although the time-dependent solution is not always 
known, the stationary solution is well known and it reads, in 
the case that it exists, 10.1 I 

If in (2.13) we take 

exp( -A It-t'IJ~(2/A)8(t-t'), (2.15) 

we arrive at the white noise limit for S (t ). This limit holds for 
A--+oo, .1--+00, and.1 2; A finite and it give us an insight about 
a possible perturbation procedure, taking A as a large param
eter. 

B. Expansion in 1/ A. 

Let us review a perturbative approach to (2.13) consid
ering A large. The limit A--+ 00 is a very crude approximation 
because we lose all the specific characteristics of the dichoto
mous noise. Let us see how to retain the properties of S (t ) by 
means of an expansion in 1/ A. 

We take a time derivative in (2.13) 

P (q,t ) = - ~ f(q)P (q,t ) +.1 Z ~ g(q) ~ g(q)P (q,t ) 
aq aq aq 

- A Z ~ g(q)A (1 + J.. ~ f(q))B (q,t ). (2.16) 
aq A aq 

If we use now the approximation (2.15) in B (q,t ), we obtain 

P (q,t ) = - ~ f(q)P (q,t ) + .1 2 ~ g(q) ~ g(q)P (q,t ) 
aq aq aq 

- .1 2 ~ g(q)(l + J.. ~ J(q)) ~ g(q)P (q,t), 
aq Aaq aq 

(2.17) 

which is valid to first order in 1/ A. 
So we have reduced (2.13) to a second-order partial dif

ferential equation. The procedure is extended to the desired 
order in 1/A, deriving (2.16) succesively. 

At this moment, a question arises: does a process exist 
which obeys an equation exactly similar to (2.17)? The an
swer is affirmative and we are going to study it in the next 
subsection. 

c. Exact cases 

In (2.16) we can use (2.13) to substitute for the term 
+.1 2A (ag(q)/aq)B (q,t), 

2 a . a 
.1 -a g(q)B (q,t) = P (q,t) + -J(q)P (q,t). (2.18) 

q aq 

The other term -.1 Z(ag(q)/aq)(aJ(q)/aq)B (q,t) needs 
a careful analysis. By means of the commutation of the q
derivatives, this term is expressed as (Note: from now on an 
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upper point means a partial time-derivative and a comma 
means a q-derivative): 

- A 2 ~ g(q) ~ f(q)B (q,t) 
aq aq 

- A 2 !.- (g(qlf'(q) - g'(qlf(q))B (q,t ) 
at 

- A 2 ~ f(q) ~ g(q)B (q,t), 
aq aq 

(2.19) 

where the last term can be written in terms of P (q,t ) by means 
of(2.13) so that 

- A 2 ~ f(g) ~ g(q)B (q,t) 
aq aq 

= - ~ f(q)P (q,t) - ~ f(q) ~ f(g)P (q,t). (2.20) 
aq aq aq 

Joining all these partial results, the ger.eral equation (2.16) 
can be written in the following form: 

P(q,t) = - AP(q,t) - 2 ~ f(q)P(q,t) 
aq 

- A ~ f(q)P(q,t) 
aq 

+ A 2 ~ g(q) ~ g(q)P (q,t) 
aq aq 

- ~ f(q) ~ f(q)P(q,t) 
aq aq 

- ~ (g(qlf'(q) - g'(qlf(q))A 2B (q,t). (2.21) 
aq 

As far as solvability is concerned, this formal equation is 
equivalent to (2.16). In order to advance in this way, we need 
to eliminate B (q,t ) in the last term in (2.21). This can be done 
in the case that 

g(qlf'(q) - g'(qlf(q) = g2(q)(f(q)/g(q))' = Cg(q), (2.22) 

where Cis a constant. If this condition holds, the last term in 
(2.21) is - a (Cg(q)B (q,t))/aq and by means of(2.13), it is 
transformed into 

- C ~ g(q)A 2B (q,t) 
aq 

a 
= - CP (q,t ) - C -f(q)P (q,t ), 

aq 

and hence (2.21): 

.. . a· 
P(q,t) = - (A + C)P(q,t) - 2 - (q)P(q,t) 

aq 

- (A + C) ~ f(q)P(q,t) 
aq 

+ A 2 ~ g(q) ~ g(q)P (q,t) 
aq aq 

a a - aq f(q) aq f(q)P (q,t ), 

(2.23) 

(2.24) 

which is a second-order partial differential equation for the 
probability density of the process (2.1). This equation is one 
of the main results of this paper and it has a time-dependent 
exact solution with the initial conditions (2.10) and (2.11). 
For this reason, those processes (2.1) obeying (2.22) will be 
called exactly solvable models and not surprisingly the con-
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dition (2.22) is the same one that was discussed by Hiinggi 16 
and San Miguel l7 in the context ofthe white noise hypothesis 
for the stochastic force 5 (t) in (2.1) and by Sancho and San 
Miguel5 in the case of a Gaussian but a nonwhite assumption 
for 5(1 l· 

In all these cases, the equation for the probability den
sity was of first order in time (Fokker-Planck equation) with 
a linear drift and a constant diffusion whose solution is well 
known. In our case, there are higher time derivatives and the 
exact solution is, as of now, unknown. The exact solution of 
(2.24) will be another important result of this paper. 

Before starting with the process of solving (2.24), we 
will write it in the standard form of second-order partial 
differential equations. This is done by commuting the q-de
rivatives 

[
a a2 

at 2 + (p(q) - L1 2g(q)) aq2 

a2 a + 2f(q) - + (A + C + 2f'(q)) -
ataq at 

a + ((A + Clf(q) - 3L1 2g(q)g'(q) + 3f(qlf'(q)) aq 
+ ((f(qlf'(q)), - L1 2(g(q)g'(q))' 

+ (A + Clf'(q))k(q,t). (2.25) 

In order to classify this partial differential equation, we 
need to evaluate the discriminant, which is 

(2.26) 

because g(q) should always be positive. Equation(2.25) is 
classified as an hyperbolic second-order partial differential 
equation for whose solution we are going to follow the cur
rent studies on this mathematical topic. 

3. EXAMPLES 

If our process (2.1) obeys the necessary and sufficient 
condition (2.22) to be exactly solvable, we define a new vari
able Q (q(t )),5.16.17 

J
q dq 

Q(q)= -, 
g(q) 

(3.1) 

and we have 

Q =f(q)/g(q) + 5(l) = CQ +A + 5(t), (3.2) 

where we have used (2.22) in the integrated form and A is an 
irrelevant integration constant. We can assume A equal to 
zero. Our problem has been reduced to a linear one with 
additive noise. This is well known5.16.17 in the context ofsolu
ble cases. 

Equation (3.2) with A = 0 presents two possible and dif
ferent versions: C equal to zero or not. These two cases will 
be called the pure diffusive case and the linear case, respec
tively. 

A. Pure diffusive case 

This case corresponds to the equation of motion (2.1) 
withf(q) = O. The representative model can be written, after 
performing the changes (3.1) and relabeling the variable as 

iI(t) = 5 (t). (3.3) 
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Some exact results can be obtained without solving the cor
responding equation of motion for P (q,t). For example, the 
statistical averages are obtained as follows: The solution of 
(3.3) is 

q(t) = q(O) + LS(t')dt" (3.4) 

and hence the first two moments of the variable q are 

(q(t) = (q(O)IC = 0, (3.5a) 

(q2(t) - (q2(0)IC = i'S(S)dSi's(S')dS' 

= ~ 2 (t _ (1 _ ;-At)). (3.5b) 

They are expressed in terms of the initial averages and we 
have used the statistical properties of S (t ) in (2.2). These re
sults coincide with the well-known ones for the position of a 
free Brownian particle. We can obtain more interesting in
formation about the system obeying (3.3). The knowledge of 
the time-dependent probability density P (q,t ) shows interest
ing behavior very different from that in the white noise limit. 

From the general expression (2.25), particularized to 
the model (3.3),f(q) = 0, g(q) = 1, we obtain the equation of 
motion for P (q,t ): 

a2 a2 a 
-P(q,t) _.el 2 -P(q,t) +A -P(q,t) = O. (3.6) 
at 2 aq2 at 

The initial conditions (2.10) and (2.11) become in this case 

P(q,t) I t~O = 8(q), 

ap(q,t) I = o. 
at t~O 

(3.7) 

(3.8) 

A similar equation to (3.6) with the initial conditions (3.7) 
and (3.8) appeared in the context of the generalized Smolu
chowski diffusion equations 18. 19 and the present example 
was solved by Hemmer.20 Therefore, we will not reproduce 
the details. The probability density is 

P (q,t) = !e - At /2 [8(.elt - q) + 8(.elt + q)] 

+ ~ 1 (~(.el2t2 _ q2)1/2) 
2.el 0 4.el 

At 1 ( A (.el 2t 2 2)112) 
+ 2(.el 2t 2 _ q2) 1/2 1 2.el - q , 

(3.9) 

where 10'!1 are the Bessel functions of the imaginary argu
ments of orders 0,1, respectively. 

From (3.9) one can see that P (q,t ) is almost a flat distri
bution bounded by two delta functions moving to q = ± 00 

with a velocity ±.el, respectively. This shape is very differ
ent from that corresponding to the white noise case,20 which 
presents a Gaussian distribution spreading out in time. 

B. Linear case 

In this case, Eq. (2.1) takes the general form (3.2), and 
after relabeling the variables, it is expressed as 

q = - yq + sit). (3.10) 

As in the former case, some interesting results can be ob
tained using the formal solution of (3.10). This is 

357 J. Math. Phys .• Vol. 25. No.2. February 1984 

q(t) = q(O)e - yt + Le - y(t- t'IS(t ')dt', 

so the mean value is 

which goes to zero for t~oo. 

(3.11) 

(3.12) 

An interesting dynamical quantity is the correlation 
function 

(q(t )q(t 'I). (3.13) 

Using the solution (3.11), the statistical properties of S (t) in 
(2.2), and assuming statistical independence between the ini
tial conditions and S (t), with q(O) = 0, the quantity (3.13) is 

(q(t )q(t ') = 2.cl 2 (_1 ___ 1_) e- 11t + t'l 
A +y y-A 2y 

.el 2 _ yt _ At' .el 2 _ yt' _ At 
,:2 2 e - ,:2 2 e 
r -A r -A 

+ ( .el 2 .el 2 ) _ 111 _ t'l 
(A + y)y - r _ A 2 e 

+ .el 2 _ A (t _ t'l r -A 2 e , (3.14) 

and in the stationary state (t, t '~oo) but t - t' finite, 

(q(t)q(t')" = A.el
2 

e- l1t - t'l 
y(r -A 2) 

.el 2 
+r 2 e - A1t

-t'l. 
-A 

(3.15) 

The equal-time correlation function in the stationary state is 

(q2)st =.el 2/y(A + y). (3.16) 

From the exact solution (3.15), we can obtain the linear re
laxation time and see if critical slowing down exists at any 
point: 

T= ("" (q(t)q~t+t')st dt,=A+y. (3.17) 
)0 (q (t )st Ay 

We can see that only in the cases y~ or A~, the linear 
relaxation time diverges. In both cases, the formal stationary 
probability density is not normalizable, as we will see. The 
first case (y~) is a trivial one because the dissipative drift 
disappears and the problem reduces to the case 3A. The sec

ond case (A~) is new and more interesting because even 
with nonzero dissipative drift, the "color" A and not the 
intensity.el of the noise S (t ) precludes the existence of a sta
tionary state. This corresponds to having a noise with infi
nite correlation time, and hence in the opposite limit of white 
noise. 

The stationary distribution can be obtained from (2.14): 

Pst(q) = N(.el 2 - rq2)AI2Y- I, (3.18) 

defined between the boundaries q = ±.el /y. The normaliza
tion constant is 

N= yr(! +A/2y) 
.el Aly- lr(~)r(A /2y) 

(3.19) 

One can see that the correlation function in the stationary 
state evaluated with (3.18) and (3.19) agrees with (3.16). 

The study of (3.18) manifests two different shapes for 
Pst (q), which we relate to a nonequilibrium phase transition. 
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The critical value of the parameters is IL = 2y. In the case 
IL > 2y, Pst (q) has a maximum in q = 0 and goes to zero in the 
boundaries. For IL < 2y, Pst (q) has a minimum in q = 0 and 
goes to infinity at the boundaries. This gives rise to a bimodal 
distribution when we change the "color" of the noiselL from 
IL > 2y to IL < 2y. Then we have found a non equilibrium 
phase transition induced only by the "color" of the noise. 
The transition takes place at the value IL = 2y. We have seen 
in (3.17) that no critical slowing down appears in this point 
but in IL-+o. This is a very interesting example of Suzuki's 
theory,S which states that in nonequilibrium phase transi
tions, the phenomena of critical slowing down and the ap
pearance of new maxima in Pst (q) are separate processes 
which can take place for different values of the parameters. 

We should mention that in the case IL---+ 00, we recover 
the white noise Pst (q) corresponding to this problem. Let us 
now return to the problem of finding the solution of P (q,t), 
which in this case is not known. As the details of the math
ematical process are very cumbersome, we will state only the 
main steps and references used in the evaluation. 

In the model (3.10), wheref(q) = - yq, g(q) = 1, the 
equation of motion (2.25) for the probability density is 

[
aZ a2 a2 

-0 + (yq2 _Ll2) __ 2yq-
at- aq2 ataq 

- (3y -IL) i!...- - y(1L - 4y)q 
at 

x~ - y(1L - 2Y)]P(q,t) = 0 
aq 

(3.20) 

with the corresponding initial conditions (2.10) and (2.11): 

P(q,t)lt~O =8(q), 

( i!...- - yq~ - Y)P(q,t) I = o. 
at aq t~O 

(3.21) 

(3.22) 

The standard approach in the solution of (3.20)21 begins 

I 

with its reduction to the canonical form. This is done by 
means of a change of variables 

(3.23) 

(3.24) 

where the new variables S, rt are called the characteristics. 
The partial differential equation for P(s,rt) takes the hyper
bolic form 

(3.25) 

where 

a = 1 -IL 12y. (3.26) 

The equation (3.25) has been studied by Koshlyakov et a/. 21 

in several cases. We follow their approach. The next step is to 
transform (3.25) into the Euler-Darbouse equation by the 
change 

(3.27) 

Q (s,rt) obeys the partial differential equation 

[
a

2 
a a a a] --+------- Q(s,rt)=O (3.28) 

as art rt - s as rt - s art 
with 

f3 = 2a. (3.29) 

The solution of the Cauchy problem associated with 
(3.28) with the corresponding boundary conditions given by 
(3.21) and (3.22), following the Rieman method, is indicated 
in Ref. 21. This gives, after transforming variables, 

P(q,t) = P1(q,t) + P2(q,t) + P3(q,t), 

where 

(3.30) 

PM,t) = !ye1u - ' )Yt{8(Ll (1- e- yt ) + yq) + 8(yq -Ll (q _ e -- Yl)}, 

P2(q,t) = y(1 - 2a)(2Ll )2a-I(Ll 2(1 + e- Y? - yq2) --UF(a,a,l;a), 

(3.31) 

(3.32) 

P3(q,t) = - ~y(2L1 )2u+ le-Yt(yq -Ll (1 + e- Yt ))-I(Ll 2(1 + e -Yt)2 _ yq2)-UF(a,a,l;a) 

+ !y(2L1 )2u + Ie - Yt(Ll 2(1 + e - Yt)2 _ yq2) - aF'(a,a,l;a)(ygZ _ Ll 2(1 + e - yt)2)-1 

X {(yq + Ll (1 - e - yt ))(yq + Ll (1 + e - yt ))-1 + (yq - Ll (1 - e - yt ))(yq - Ll (1 + e yt))- I}, 

a = (Ll 2(1 - e - yt)2 _ yq2)(Ll 2(1 + e - yt)2 _ yq2)- " 

(3.33) 

(3.34) 

(3.35) Iql«Ll Iy)(l ± e- yt). 

F(a,a,l;a) andF'(a,a,l;a) are the hypergeometric function 
and its derivative with respect to a. 

P1(q,t) gives thebehaviorofP(q,t lin the initial regime as 
one can see taking the limit t-+O. P2(q,t) dominates in the 
limit t---+ 00, giving the stationary solution Pst (q), which coin
cides with (3.18) and (3.19). P3(q,t) refers to the intermediate 
regime. 

Although the solution(3.30)-(3.35) has its own impor
tance because of its existence, only a few results can be ob
tained from it because of its extraordinary complexity. This 
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shows that the non-Gaussianity of the process (3.10) mani
fests itself by the complexity of the solution, even in the case 
that we have a linear problem. As in the former case, we have 
that P (q,t ) is bounded by two delta functions moving to the 
stationary boundaries ± Ll I y, and following a deterministic 
equation given by 

ql:- = -yq± ±Ll or q± =f(q±)±g(q±)Ll, 

(3.36) 
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where q ± is the peak position of the delta functions. This is 
easily understood if we think that the stochastic dichoto
mous process has only two possible values ±..:1. This is a 
characteristic of this kind of stochastic process modeled by 
this special noise, which has also been found in nonlinear 
equations by means of numerical simulation, and whose re
sults will be presented elsewhere. 

4. CONCLUSIONS 

We have explored the possibility of obtaining dynami
cal properties for a Langevin-like equation of motion with 
dichotomous Markov noise. We have presented a general 
method to obtain the differential equation obeyed by the 
probability density of the process. This differential equation 
involves higher time derivatives and hence it is not of the 
Fokker-Planck type. The main point in this deduction is to 
consider the correlation time of the noise as an expansion 
parameter. In two particular cases, we have been able to 
write an exact differential equation which is a second-order 
partial differential equation of the hyperbolic type. In these 
two cases, we have found the exact solution of P (q ,t). In the 
second case, which has a nontrivial stationary state, we have 
studied the possibility of the appearance of critical slowing 
down by means of the explicit evaluation of the correlation 
time. Although the stationary analysis gives the existence of 
a phase transition for some value of the noise parameters, no 
critical slowing down appears in this point but in another 
one. This is an example of Suzuki's criteria of the appearance 
of slowing down in nonequilibrium stochastic processes. 
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I. INTRODUCTION 

The introduction of a particle language in a curved 
space-time semiclassical quantum field theory could help to 
solve important problems and to get interesting cosmologi
cal consequences, as was already discussed in a previous pa
per. j The so-called quantum equivalence principle (QEPf 
was applied there to quantize a scalar field in the presence of 
a classical gravitational field; a scalar particle model was 
explicitly obtained, and a finite number of particles created 
during the expansion of the universe was computed. A Rob
ertson-Walker spatially flat metric was considered, and the 
calculations were performed up to second order in a power 
series development of the Hubble coefficient (H). 

The same principle (QEP) was extended to the Dirac 
case by one of us (Castagnin03

), and it was again proved to be 
implementable when developed up to first order in H. In 
fact, an analogy can be made between the ambiguity in the 
determination of the biscalar kernel G \O)(x,x') of the general
ized Klein-Gordon operator and the one of the bispinorial 
distribution S\(x,x'), which "contains" the spin-~ particle
antiparticle model as was shown in Ref. 3. The properties 
that are naturally expected to be satisfied by Sj(x,x') (general
ization of the flat space-time ones) are not enough to univo
cally determine it. However, if the QEP is used as the selec
tive criterion, it leads to inconsistencies when higher orders 
of H are taken into account. Therefore, another additional 
condition has to be used as was already pointed out in Ref. 4, 
where the scalar case was considered. The selecting criterion 
introduced there is based on the argument that the high ener
gy behavior of a field theory, which is governed by the singu
lar structure of the kernels, should resemble the flat space
time one. In fact, the identification between flat and curved 
space-time kernels over all a Cauchy surface (as was as
sumed by the QEP) could be an excessively strong require
ment. The additional condition introduced in Ref. 4 comple
tely defines a scalar particle-antiparticle model when it is 
developed in a spatially flat expanding universe in a power 
series of the metric and its derivatives up to second order. 

We now show that the method can be extended to the 
Dirac case and that the kernel Sj(x,x') we obtain is the most 
natural generalization of the flat space-time one. 

In Sec. II A a general formalism is presented to solve 
the Dirac equation in curved space-time, and the spinorial 
solution is given. 

A general method to compute the particle production 
between two states of the universe (i.e., between two different 
times t j and t2 ) is displayed in Sec. II B. 

The kernel Sj(x,x') built in Sec. III leads to no particle 
creation. However, it could contain terms that cannot be 
"caught" by a series development (such as those having the 
form e - k, when the expansion is made in powers of k - j) but 
which also satisfy the minimal hypothesis needed to inte
grate a good projector, and which could give rise to a non
zero number of created particles. 

II. SPINORIAL PARTICLE MODEL 

A. Dirac equation solutions in curved space-time 

A spinor field in curved space-time should satisfy the 
generalization of Dirac equation, namely: 

[r(x)V i + m] lJI(x) = 0, (1) 

where i = 0,1,2,3, r(x) are the generalized Dirac matrices 
verifying the anticommutation rule 

{yi,yj} = _ 2ijl (2) 

(I = identity 4 X 4 matrix), Vi = ai ± O"i denotes the covar
iant ( - ) (contravariant ( + )) spinor derivative, being the 
spinorial connection partially defined by ViYj = 0, and m is 
the mass of the field. For more details see Refs. 3 and 5. 

In a spatially flat Robertson-Walker universe charac
terized by the following space-time interval, 

ds2 = dt 2 - a(t )20ap dxadxti, (3) 

Eq. (1) takes the form 

(rai + ~HyO - m) lJI(x) = 0. (4) 

The spinorial affine connection and Dirac matrices are expli
citly listed in the Appendix. 

Equation (4) can be solved by separation of variables. 
The following spinor can be given as a general solution: 

IJI
k 
(r,t) = [l/(21Ta)3/2] <Pk (t)e - ik.r. (5) 

If(5) is replaced in (4) and the commutation rules (2) are used, 
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Eq. (4) reduces to 

[ ao + yO(ika r" + m)] tPk = 0. (6) 

Now the spinor tPk could a priori be any function of 
time satisfying (6). However, it is well known that every solu
tion of the Dirac equation is also a solution of the Klein
Gordon equation with a d' Alembert operator defined by 
A (1/2) i "" h 

i.l = - Vi V + !R, where R = g'lRij = g'lR ihj. Due to 
the particular representation of the Dirac matrices we have 
chosen when..:1 (112) is applied to tPk, two independent differ
ential equations arise: One should be satisfied by the first two 
components of tPk and the other by the remaining two. Then 
we suggest 

tPk = (7) 

where A Ik , ... , A4k are coefficients depending only on the mo
mentum k and n k and A k are arbitrary complex functions of 
time depending on the momentum modulus. It can also be 
pointed out that thecoefficientsA 1k , ... ,A4k are those appear
ing in the spinorial solution of the flat space-time Dirac 
equation. 

Replacing (7) in (6), we obtain a homogeneous system 
which has a nontrivial solution if 

(8) 

When this condition is satisfied, two independent spinors tPk 
are obtained. However, as a complete base of solutions of the 
Dirac equation must consist offour spinors, two more spin
ors have to be found. In fact, note that the determinant (8) is 
not modified under the following change: 

(9) 

Therefore, when this change is introduced in (7) and the re
sultant expression is replaced in (6), the other two spinors are 
obtained. 

The base can then be written as 

X k 0" e - 'SAifit e - .k·r ( I) 
a(n; + m) (21Taf/2 ' 

(10) 

( 
-ko") __ ---=a__ iSAkdt 

X a(!1 * + m) e e-,k.r 

k (21Ta)3/2 ' 
I 

whereA k = Re(Ak)· 
These spinors have been normalized according to the 
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following internal product (see Ref. 3): 

( IJItl, If!~) = - i L Vt ~)y k If!~) do" = 8i18(k - k'), (11) 

whereVtkmeansDiracadjoint(iPk = If!t/3;/3= -iYo)·Itis 
clearly seen that the integral (11) does not depend on the 
surface..!', where it is performed. 

However, spinors (10) represent a formal solution. They 
will not be a solution of the Dirac equation unless n k and A k 

satisfy the following differential equations obtained replac
ing the spinors tPk in (6): 

ifl k - n ~ + iH (n k + m) + liJ~ = 0, 

iA k - A ~ + iH (A k - m) + liJ~ = 0, 

being 

liJ~ = k 21a2 + m2
• 

(12) 

(13) 

(14) 

It can easily be seen that Eqs. (12)-(13) admit a simple 
solution when the massless case is considered. In fact, it is 

nk = ± kia, Ak = ± k la. (15) 

However, there is in general no simple solution for massive 
particles. Nevertheless, it is possible to develop a solution of 
(12)-( 13) in a power series of the Hubble coefficient H (see the 
Appendix). 

There are therefore two positive and two negative fre
quency solutions which will be identified with particles and 
antiparticles with positive or negative helicity when the cor
responding kernels were found. Indeed a base tP ~) 
(a = 1,2,3,4) there also exists in flat space-time where these 
four functions have a precise physical meaning: Two of them 
are the particle model with positive or negative helicity, and 
the other two constitute the antiparticle model with positive 
or negative helicity. Instead we have a set of completely equi
valent base spinors I tP ~) J ' and we do not have a criterion to 
decide, within that base, which vectors correspond to parti
cles and which to antiparticles. In fact, the particle-antipar
ticle model is associated with the bispinorial kernels S (x,x') 
and SI (x,x') (generalizations of their flat space-time analogs). 
While the kernel S (x,x') is well defined in an expanding uni
verse and in general in any curved space-time, the kernel 
SI(X,X') is not. It was in fact shown in Ref. 3 that SI(X,X') is 
not invariant under a change of the base of Dirac equation 
solutions. The fact that a different kernel SI(X,X') and thus a 
different particle-antiparticle model could be selected over 
different Cauchy surfaces can be interpreted as a pheno
menon of particle creation. We therefore introduce in the 
next paragraph a formalism to compute the number of parti
cles created during the expansion of the universe. 

B. Particle creation 

It will be useful to define a matrix Fk the columns of 
which are the spinors If!~) without the factor e - ,k·r 1(21Ta)312, 
which is not necessary to evaluate the creation of particles. It 
can be seen that Fk is unitary, i.e., 

Fk-I=Ft. (16) 

Any base defining the particle-antiparticle model over 
a Cauchy surface..!' ('I) = I xlt (x) = 'I J can be expressed as a 
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linear combination of the spinors IJI~' as 

Pt'(t) = Fk (t)A t', (17) 
where Ak is a 4 X 4 matrix. These P t'(t ), the columns of 
which will be denoted by nt)(a'(t), would be fixed with a, by 
now unknown, physical principle providing the Cauchy data 
nt)(a'(7) (e.g., in Ref. 3 the QEP was used). 

The coefficients A t' can be obtained as a function of the 
initial conditions P t'(7) on the Cauchy surface using Eq. (16) 

At' = Ft(7)Pt'(7). (18) 

The particle-antiparticle models at two different times 
7 I and 7 z can also be related by a linear transformation (Bo
goliubov transformation) 

pt"(t) = Pt"(t )ak (71,72), (19) 

a k being the 4 X 4 matrix of the transformation, namely 
from (19) and, using (16) and (18), 

ad71,72 ) = Pt"t(7dFd71)Ft(7z)Pt"(72 ) (20) 

as a function of the Cauchy data Pt"(7d and Pt"(72). 

The matrix a k has two very important properties: 
(i) It is unitary 

at = a k (21) 

because it transforms the orthonormal base P [,' in another 
base P t", which is also orthonormal. This property is direct
ly obtained from (20). 

(ii) If the Dirac equation (6) is charge conjugated and 
some properties of Dirac matrices ri are taken into account, 
it can be easily seen that r z <P "'- k is a solution of the Dirac 
equation if <Pk also is a solution. The charge conjugation 
operator C can then be defined as C = r2 plus complex con
jugation and k_ - k, and after some calculation the follow
ing can be obtained: 

CFkC=F"'-k' 

cPtlc = pl~t, 

CA tIC=A I~t, 

CakC= a"'-k' 

(22) 

On the other hand multiplying by e - ,k'r /(21Ta)3/2 the first of 
Eq. (22) and using spinors (10), it can be seen that 

CIJI~I = IJII~t, CIJI~I = IJII~t. (23) 

Moreover, for any column of the matricesPk.A k, and ak an 
analogous relation holds. Ifit is developed for a k , some rela
tions are found between its elements which reduce the num
ber of independent elements, namely 

(a k )41 = (a"'- k )14' (a k )42 = - (a"'- k )13' 

(akbl = - (a"'-klz4, (akbz = (a"'-kb, 

(ak bl = - (a*- k b4, (ak lz2 = (a"'- k b3' 

(ak )11 = (a"'- k )44' (ak )12 = - (a"'- k )43' 

(24) 

Now, the Dirac field must be quantized in order to com
pute the number of particles created between 71 and 72' As 
was already discussed, P t,1 and P t,1 are the bases which will 
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represent the particle and antiparticle models at 71 and 72, 
The field can then be expressed in terms of any of these bases 
with the corresponding creation and annihilation operators 
over each Cauchy surface, i.e., 

IJIk (t) = nt,)(II(t )(atd)1 + nt,)(21(t )(at'lb 

+ n t,I(3'(t )(al"U; + n t')141(t )(a',,'k)L 

(25) 

IJIdt) = nt,)(II(t )(at")1 + nt,)(21(t )(at,lb 

+ nt,)(31(t )(a'~UI + nt,)(41(t )(a'~UL 

where again the common factor e - ,k·r /(21Ta)3/Z has been 
omitted and (a k )1.2 are the particle creation operators and 
(a k b.4 are the antiparticle annihilation operators. To sim
plify the notation, the following column vector operator is 
introduced: 

(26) 

Then Eq. (25) can be written in the following simpler form: 

IJIk (t ) = P t,l(t )at'!, 

IJIk (t) = Pt,'(t )at,l. (27) 

But as P t,1 and P t'l are related by a Bogoliubov trans
formation replacing one base as a function of the other in 
(27), ak transforms according to the following law: 

(28) 

Everything is now ready to compute the number of par
ticles and antiparticles created by an expanding universe as it 
goes from 71 to 72, If the state of the universe at 71 is taken as 
the vacuum state, then 

1 (OIN\Tk'IO) 1 = 1 (OI(anl(at,I)IIO) 1 

= l(akbl1 2 + l(ak)411 2
, 

1 (OI(Nt,ilzIO)1 = l(ak)42I Z + I(ak)d z, 

I(OI(Nt,ibIO)1 = l(ak)4ZI 2 + I(ak)d z, 

1(01(Nt,i)410)1 = l(ak)411 2 + l(akbI1 2
, 

(29) 

where relations (24) have been used for the last two. It must 
be noticed that the creation of particles arises from the non
diagonal terms of a k , i.e., the elements mixing the particle 
and antiparticle terms. 

The formalism we have introduced is a generalization 
of that applied in Ref. 3 to compute the particle production 
when only the first order of H was considered. However, as 
the QEP is not implementable when the second order of His 
taken into account, another criterion has to be given to select 
the particle-antiparticle base. We present, in the next sec
tion, an alternative method leading to the adiabatic particle 
model. 
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III. MINIMAL HYPOTHESES AND CONSTRUCTION OF 
THE MODEL 

A. Minimal hypotheses 

It is now necessary to explicitly find the base P l;1 giving 
rise to the particle-antiparticle model. As was seen in Ref. 3 
this base is associated with the bispinorial kernel SJ(x,x'). So 
we now introduce a criterion to select one of the possible 
candidates to play that role. 

We shall work in a generic globally hyperbolic manifold 
at the beginning of this section, though the formalism will be 
developed for a Robertson-Walker spatially flat expanding 
universe (3). 

The generalization of the biscalar kernel G 101(x,x') of the 
operator (Ll 101 - m 2 

- SR ) to the spinorial case was done by 
Lichnerowicz,6 who introduced the bispinorial distribution 
contravariant inx and covariant inx', G 11121\, (x,x'), i.e., the 
elemental kernel ofthe operator (Ll 11121 - m 2 ). 

The following notation has been used: Ll 101 = - gijV\OI 
aj , where V\OI denotes the ordinary convariant derivative of 
tensors; S defines the kind of coupling to the gravitational 
field (S = 0 minimal or S = 1/6 conformal); and 
a,b' = 1,2,3,4 are spinorial indices, which will be omitted 
from now on as it will be understood that the bispinors con
sidered are contravariant in x and covariant in x'. 

Operating on the bispinorial kernel GI1I2Ia b ,(x,x') with 
the generalization of the flat space-time Dirac operator a 
new kernel is introduced, namely, 

S(x,x') = (yVj + m)GI)/21(x,x'), (30) 

which can also be expanded in terms of an orthonormal base 
of Dirac equation solutions Ixr·h I) as 

S (x,x') = i L Xr,h l(x)Xr,h I(x'), (31) 
s,h 

where 

Xr,hl = 1 nlrlls,hle-ik.r (32) 
(21Ta)3/2 k 

(see Ref. 3), and we have now changed the four-valued in
dices (a) for a pair of two-valued indices (s,h) where 
s = + ( - ), h = + ( - ) correspond to particles (antiparti
cles) with positive (negative) helicity. S (x,x') has all the prop
erties to be considered the anticommutator of the field 
[! 1/1 (x),1/1 (x')) = - is (x,x')]. 

Analogously the kernel S)(x,x') can be introduced as 

S)(x,x') = (yVj + m)G\1I21(x,x'). (33) 

However, S)(x,x') is not invariant under an orthonor-
mal base transformation as can be seen when it is expanded 
in terms of the base IXr,h I) , 

Stlx,x') = L sXr,hl(x)Xr,hl(x') (34) 
s,h 

(see Ref. 3). Therefore, the formalism stated in Ref. 4 to sin
gle out one of these possible biscalar kernels satisfying Lich
nerowicz's conditions is now sketched and extended to the 
spinorial case. It will be used to select one of these S)(x,x') 
and, thus, the particle-antiparticle model. 

The new condition introduced assumes that a different 
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kernel could be associated with each point X o of space-time, 
which in this case will be called S Itol(x,x'), due to the nonexis
tence of a global momentum space. However, if some sym
metries hold all S \XoI(x,x'), for Xo belonging to certain kind of 
surfaces (for example, over (t = const) hypersurfaces in a 
Robertson-Walker spatially flat universe) will coincide (they 
will be called S J (Xo'), and a particle definition will be possible. 
Two natural properties should be satisfied by these S ~o(x,x'). 
They are: (i) Minkowskian limit; (ii) their singular structure 
must be the one of the flat space-time Sir' [s(x,x')] (s is being 
the geodetic interval between x and x'). This last property 
displays the fact that the particle model should reproduce 
the flat-space-time high-energy behavior. 

We now use Eq. (33), and imposingS)(x,x') to be a solu
tion of the Dirac equation shows that the analogy with the 
scalar case can go even further. In fact, 

(yV; - m)S)(x,x') = (Ll 1)121_ m2)GI)1I21(x,x') = 0 (35) 

shows that G \1I21(X,x') is obviously the generalization of the 
flat space-time ILl)[s(x,x')]. Therefore, condition (ii) can be 
restated in these terms: G \1I21(X,X') should reproduce the dif
ferent dependences of Ll)(s) ons. In fact, Ll)[s(x,x')] as a func
tion of the geodetic interval s(x,x') is 

(36) 

where H\)I is the first order and first-type Hankel function 
which when developed for smalls has a quadratic divergence 
independent of mass, a logarithmic one, a constant term, and 
terms vanishing as s does. The different behaviors with re
spect to s can be identified with successive derivatives of Ll) 
with respect to m2 (see DeWite), i.e., Ll)(s) essentially has a 
quadratic divergence, aLl)/ am2 starts with a logarithmic 
one, a 2Ll)/(am2)2 is regular, and so on. The generalized ker
nel G \)12I1X ol(x,x') should reproduce the flat space-time de
pendence of Ll) on s, but in principle any bispinorial regular 
function may appear as a multiplicative factor of each term 
provided it satisfies its Minkowskian limit. 

(i) and (ii) can now be joined into 

00 anLl (s) 
lim G\1I21(X,X') = lim L F~ol(x,x') -+,;- (37) 

x,----xo x~xo n = 0 (am ) 

with 
x-xu X--Xo 

Fb"°I(X,X') = I} 
if R;jkl = 0 (flat space-time), 

F~ol(x,x') = 0 

n = 0,1,2, ... ; a = 1,2,3, ... , and it constitutes together with 
(34) the minimal hypotheses to define a "good" S)(x,x'). 

B. Construction of the model 

The functions F~ol(x,x') are required to be real symmet
ric bispinors (see Ref. 3). As they and their derivatives will be 
evaluated in a power series development of the metric de
rivatives, general expressions for the coincidence limits have 
to be given. The curvature, the metric tensor, Dirac matri
ces, and the mass of the particles are the only candidates 
available for a covariant expression. The selection of the 
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terms involved in the coincidence limits is based on dimen
sional and Minkowskian limit considerations. In atomic 
units (Ii = c = 1) the mass has frequency dimensions, the 
scalar curvature R squared frequency dimensions, and ex
pressions (A 1) explicitly indicate the dimensions of Dirac 
matrices. There will be terms containing the curvature, but 
neither derivatives nor higher powers will be considered, as 
it will be explained below. It can then be written 

lim F~ol(x,x') = I, 
X-----I>Xo 

x'--Xu 

lim V;F~ol(x,x') = 0, 
X-Xo 

x'-Xo 

lim F~ol(x,x') = (m2)a - 1Aa R , 
X----I>Xo 
x'-Xo 

lim V;F~ol(x,x') = (m2)2a - 1 [BaRy; + CaRijyj] , 
X--Xo 

x'-+Xo 

lim V· VF(xol(x x') = (m2)n [ V R. 
l J n , n lJ 

X-Xo 

+ WnRgij + XnRY[iYj J 

(38) 

k I . k 
+ YnRijkIY Y + Zn RijkI yJy ] 

as the most general covariant expression. The symmetry 
properties of the curvature tensor and of the products were 
used to eliminate other possible terms (e.g., Ri/<jIYkyI; 
RY(iYJI' etc.). 

It must be emphasized that dimensional considerations 
prevent including higher orders or higher derivatives of the 
curvature up to the second order of the Taylor development 
of any F~ol(x,x'). Moreover, higher orders of the Taylor de
velopment will vanish at the order considered in the curva
ture. In fact, if the singular structure of the flat space-time 
derivatives of II1I(s) with respect to m2 is also expected to be 
reproduced by the derivatives of G \112I(x,x/), i.e., 

it can be proved that F~ol cannot depend on m2, F\xol can 
only linearly depend on m 2

, F~ol quadratically, etc. There
fore, the terms considered are all the terms that, up to the 
order of the curvature, will appear in the complete series. 

The formalism is now developed in a spatially flat ex
panding Robertson-Walker universe (3). In such a metric 
the bispinorial distribution G \1I2)(Xol(x,x') is expected to be the 
same function for all Xo belonging to the surface.2' (xo) = {xl 
t (x) = t (xo) J and therefore to define a good particle modelif it 
verifies conditions (34) and (37). 

The following expressions are obtained from (38) for the 
functions needed to develop S \Xnl(x,x/): 
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F~ol(X,X')!.E(Xol = I - ¥I~Yat> + !a2r 

X [ ( Vo + .i)H 2 - R (i Vo + Wo)] + "', 
JoF~ol(x,x/lI.EIXnl 

= - [(Xo+jYo)R +2YoH2]yOYut>+···, 

F(Xol(x x/)! = (m2)a - IA R + (m2)u - 1 
a , ~(x()) a 

X [(Ba + !Ca ) - Ca H2]Yat> + "', (40) 

J J;'(xol(x x/)! 
()'- a , I (xo) 

= (m 2fa-1 [(Ba + !Ca)R + 3CaH2]~ - (m2)a 

X [(Xn + 1Yn)R + 2YnH2]~Yat> + ... 

[R and H should, of course, be evaluated at t (xo)]; we have 
used expressions (A2) to eliminate some of the terms appear
ing in (38) and V; VjF = JAF + (JjO'j)F + O'jJjF + O'j VjF 
-rtvhF. 

We also need 111 (s) and its derivatives. The results ob
tained in Ref. 4 are only listed here: 

S2(X,X')!.E = a2r( 1 + A a2rH2), 

JoS2(x,x')!.E = - a2rH + "', 
JOoS2(x,x')!.E = 2 + ja2r(H2 + -hR ) + "', 

1 f 3 e - lk-r ( 5 m 4 H 2 ) I1 I (s)!.E =--3 d k-- 1---
4 

-2 + ... , 
(21Ta) (Uk 8 (Uk (Uk 

(4Ia) 

+ __ H2+ ... , 5 m
4 

] 

8 (U~ 
(4Ic) 

where all the terms have been completely Fourier-analized. 
We are now able to construct S\Xnl(x,x/) and its deriva

tives and replacing them in (37) to determine the coefficients. 
It is easy to see that F~ol having n > 2 need not be included as 
they will contain higher powers than the second in m 2 and 
their coefficients will vanish or appear in a combination 
which will vanish when the different terms of the polynomial 
in (m21(U~) are equated to zero. 

When (40) and (41) are replaced in (37) and the function 
G \112I(x,x/) obtained in this way is replaced in (35), most of 
the coefficients are determined. In fact, if the particle model 
is to be defined for any possible evolution of the universe, 
terms involving Rand H 2 must vanish independently, and it 
is therefore obtained that Vo = 1/6, A I = - 1/12 and 
~=~=~=~=~=~=~=~=Q 

We now ask Eq. (34) to be satisfied to determine the 
remaining coefficients. 

Using the orthogonality conditions (11) and Eq. (33) (see 
Ref. 3), Eq. (34) can be written as 
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(42) 

On the other hand, if we replace in (33) the function G\1/2)(X,X') with the coefficients already determined, we get 

which can be expressed as 

(44) 

where M (k) is a matrix containing only the spinors I, ka t' 
and "Ika t', and which under comparison with (4) has the 
explicit form 

M(k) = elk) - ifJ(k)kat' + i8(k)"Ikat'. 

Comparing (42) and (44) and using the orthogonality condi
tions (II), we get 

(i"lwk + e + ifJka t' - i8"1ka t')llk = O. (45) 

Now, in order that this system of equations have a solu
tion different from the trivial one, the determinant of the 
coefficients must be zero. This condition implies 

i.e., 

[e 2 _ w~ + (k 2/a2)(.8 2 + 82
)][ e 2 - W~ _ (k 2/a2) 

(/12 + 82)] = O. 

(43) 

One of the two members of the lhs of this expression must 
vanish, and the zeroth order (flat space-time limit) indicates 
that it is the first one. Therefore, 

Replacing e, fJ, and 8 from (43) and equating the corre
sponding orders in (m 2 

/ w~) and Hand R, all the coefficients 
are determined. Indeed it turns out that Yo = - 1/8, and 
the remaining coefficients vanish. 

We can therefore write 

, I f 3 e-
ik

.
r

{ • [ m2H2(1 5 m2) SI(X,X) =--3 d k-- -lkat' 1--
2 
-2 -+--2 

(21Ta) Wk Wk Wk 8 8 Wk 

---+ ... +m 1+---+--+... + .... R ] ( 5 m
2 

H2 I R ) imH"Ikat' } 

24w~ 8 w~ w~ 24 w~ 2w~ 
(46a) 

It can be seen that the same expression is obtained if we 
write, as it would have been naturally expected, 

where T is the displacement bispinor, satisfying 

I as2 

- --T.i' = 0, lim T (x,x') = I 
2 aXt x-x' 

(see Ref. 7) and which, evaluated over a spatial surface 
~ = It = const I reads 

T(x,x') = I - VI"IYar' + ia2,-2H2 + ... 
and its temporal derivative 

aoT(x,x') = - (R /24) + (H 14)"IYar' + .... 

(46b) 

G\O)(x,x') is the scalar kernel obtained in Ref. 4, namely, 
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r-------------------------------------
G \O)(x,x') =.:i 1/2(X,x') [.:i 1 (s) - (s + !)R ;~~ ] + ... 

=-I-fd 3k e-
ik

.
r 

(21Ta)3 Wk 

X{I-~ m 4 
H2 +~ m 2 

H2 _~ 
8 w~ w~ 4 w~ w~ 2w~ 

X[(S+~)+_1 m2] + ... } 
6 12 w~ 

(47) 

with s = - 1/4, a natural condition arising from Eq. (35), 
i.e., every Dirac equation solution is also a solution of the 
Klein-Gordon equation with a d' Alembert operator defined 
as.:i (1/2) = - ViVi + 1/4R, and 

.:i (x,x') = - gl12(x)det [ - -}alla,,~(x,x') ]g-1/2(X') 
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is the Van Vleck determinant. 
It must be pointed out that an equivalent expression has 

been obtained by DeWitt7 and by Bunch and Parker8 with 
different methods and based on different physical principles 
and that it can also be obtained ifEq. (A3) is used, i.e., we 
obtained the adiabatic particle model. In fact, it was shown 
in Ref. 8 that both the proper-time and the momentum-space 
representations lead to a Feynman propagator G ~/21(x,x') 
equivalent to that explicitly indicated in expressions (46), 
namely T (x,x')G ~Ol(x,x'). However, those G ~/21(x,x') are con
structed to solve the renormalization of a).,cf> 4 interacting 
theory and neither is required to lead to a particle model. 

Moreover, it can easily be seen that the kernel SI(X,X') 
found leads to the particle-antiparticle model expressed by 
spinors (10). In fact, if the following identification is made, 
I/I~I( I/I~I) is a particle with positive (negative) helicity, 
JI til + . + I (ll til + , - I), and 1/1 ~I (1/1 L41) is an antiparticle with 
positive (negative) helicity, JItll -, + I (JIt)( -. -I), and they 
are replaced in (42), expression (46) is obtained. 

The formalism we have introduced can be extended to 
the massless case and the corresponding kernel can be ex
pressed as 

SI(X,X') = y'V i (T(x,x')9 I(X,X')], (48) 

where g; I(X,X') is the massless scalar kernel of the operator 
(.1 (01 + 1/4R) namely 

g; l(x,x')IL = - l/a2,-2 + (R /48)ln(a 2 ,-2) + .. , (49) 

up to second order. In fact, it has already been pointed out by 
DeWitt 7 for the scalar case that an expansion corresponding 
to (37) involves inverse powers of m and can therefore not be 
used when m = O. The corresponding expression is then ob
tained transcribing the singular structure of D ~ [s(x,x')]. 

Although this formalism can only be implemented in a 
power series development and the massless case has a simple 
exact solution, it can easily be seen that (48) leads to (15). 

IV. DISCUSSION 

The formalism stated above helps to select a function 
SI(X,X') which leads to no particle creation. Indeed as it is not 
able to select a different bispinorial kernel SI(X,X') on differ
ent Cauchy surfaces, it therefore defines the same particle
antiparticle model at different times [i.e., SI(X,X') turns out to 
be independent of the surface.or]. However, the mechanism 
of particle creation has been studied in asymptotically static 
universes ("in-out" theories9

) where the particle model is 
perfectly defined in the far future and past (plane waves) and 
a nonnull creation has been found. Therefore, there must be 
some terms which, although they satisfy the minimal hy
potheses we have mentioned in the preceeding paragraph, 
are non analytical, i.e., they will never appear in a Taylor 
development (e.g., terms of the form e - k will not appear in a 
power series of k -- I). This problem has been partially solved 
by Chitre and Hartle lO for the scalar case. In fact, a kernel 
G ~I(x,x') was there found using path integral methods which 
leads to a reasonable particle creation (blackbody spectrum) 
when a linearly expanding universe is considered. In Ref. 11 
some physical reasons supporting that choice are displayed, 
which will be implemented for the Dirac case in a forthcom-
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ing paper. Indeed different boundary conditions should be 
satisfied by the kernel G \OI(x,x')(G \I121(x,x')) on different 
Cauchy surfaces, in particular near the singularity or on an 
adiabatic surface, allowing the choice of a different kernel in 
each case and thus leading to the creation of particles. The 
formalism which will be necessary to compute this creation 
has therefore already been introduced. 

APPENDIX 

The following identities evaluated in metric (3) were 
used throughout the paper. 

The spino rial affine connection reads 

ao = 0, aa = !HyoYa' 

Dirac matrices Yi can be written in terms of Pauli matri
ces as 

{j>,yJ} = 2r/f, 

I' = {~ _~). ~ (0 
~=i ~ -~) 

o ' 
- i) (1 
o ' a 3 = ° 

and they can be defined in this metric in terms of an a~bitrary 
representation of the fiat space-time constant ones Yi as 

yO = yo, ~ = a(t)-Ira, 
(AI) 

Yo=Yo, Ya=a(t)Ya· 

The non vanishing coefficients of the Riemannian con
nection are 

r~a =aa, r~a =r':,o =H=il!a. 

The scalar curvature 

R = - 6(H + 2H 2
). 

The non vanishing components of the Ricci tensor are 

Raa = - a2(R /6 - H2), Roo = 3H 2 + R /2, 

and the independent ones of the curvature tensor 

RaO/3o = - oa/3a2(R /6 + HZ), (A2) 

Ra/3l1 v = - a
2
H

2
(ool1 o /3v - °avo/3I1)' 

The solution to Eqs. (12)-(13) up to second order in a 
power series of the Hubble coefficient Hare 

- m ( m)R ] +--1+--
2

+"" 
24uJk (i)k (i)k 

(A3) 
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We show that the Backlund transformations for the SU(n) principal u-model may be linearized 
using a geometrical interpretation of these equations involving the minimal orbit ofSU(n, n) in the 
Grassmann manifold Gn(C2n). Linearization puts the equations in Zakharov-Mikhailov-Shabat 
(ZMS) form. Using this form of the equations, we prove inductively a nonlinear superposition law 
and a permutability theorem for iterated Backlund transformations analogous to known results in 
the theory of the sine-Gordon and KdV equations. From the superposition law we get an explicit 
form for multisoliton solutions to the u-model. 

PACS numbers: 11.10.Lm 

1. INTRODUCTION 

The two-dimensional principal U(n) u-model is defined 
by the equations 1 

(g,s g-I),,, + (g,,, g-I),5 = 0, (1.1) 

where 5 = ~(x + t ) and 1] = !(x - t ) may be regarded as light 
cone coordinates in a two-dimensional Minkowski space and 
g(5, 1]) is a U(n)-valued function. [We shall mainly be con
cerned with the case where det g = 1, i.e., gESU(n) but refer 
part of the discussion to the general casegEU(n).] This and 
similar models have been subject to considerable study in 
recent years, and it is known that they share many of the 
properties typical of completely integrable systems. 2

-
11 For 

example, there exist an infinity of conservation laws, both 
local and nonlocal, these being derivable either from Back
lund transformations (BT) or from the linear equations of the 
inverse scattering method. The latter were shown by Zak
harov, Mikhailov, and Shabat6,? (henceforth ZMS) to be 
solvable through the classical matrix Riemann problem, 
and, in particular, this method was used to derive multisoli
ton solutions.? However, for many other integrable systems, 
soliton solutions can be obtained more directly and simply 
through the use of Backlund transformations l2 (henceforth 
BT). Moreover, for those cases where a permutability 
theorem holds, the multisoliton solutions may be obtained 
recursively, giving rise to a sort of nonlinear superposition of 
individual solitons. It is our purpose to derive such a result 
for the BT ofEq. (1.1). To carry out this program we show, in 
the next section, how a natural geometric interpretation of 
the equations of the BT leads to a linearization, expressing 
their solution in terms of the solution to the ZMS equations, 
In Sec. 3 we use this linearized form to prove, recursively, 
that the solution to an iterated sequence ofBT's is given by a 

.iWork supported in part by the National Science and Engineering Re
search Council of Canada and the Ministere de l'Education du Gouverne· 
ment du Quebec. 

b) Current address: Center for Theoretical Physics, Massachusetts Institute 
of Technology, Cambridge, MA 02139. 

ciCurrent address: Department of Mathematics, Ben Gurion University of 
the Negev, P.O. Box 2053, Beersheva, Israel 84120. 

nonlinear superposition law. The explicit formula implies a 
permutability theorem. Our methods depend on certain 
identities which only become clear when the equations are 
written in ZMS form, but the proofs are self-contained and 
do not use the ZMS theory, 

2. GEOMETRICAL STRUCTURE OF BACKLUND 
TRANSFORMATIONS AND LINEARIZATION 

Consider the BT's for Eq. (1.1) as given, e,g., (within 
slight modifications), in Ref. 10: 

-I -I A ( -I) g,sg - go,sgo = - 0 ggo ,5 (2,1) 

g,goEU(n), 

-I - 1 A (g - I) g,,,g - go,,,go = 0 go ," (2,2) 

with the constraint 

A~go- 1 + X~~-l = Ao + Xo' (2,3) 

In fact, we shall only be concerned with solutions go which 
lie in SU(n), As we shall see, the resulting g is, up to a con
stant phase factor, also in SU(n), 

It is evident from Eqs, (2,1) and (2,2) that if go satisfies 
Eq, (1,1), so does g and vice-versa, What is not evident by 
inspection is that if(2, 1) and (2,2) are regarded as a system of 
equations for g, with given goEU(n), the system is integrable, 
withgEU(n), and that the nonlinear constraint (2,3) iscompa
tible with Eqs. (2,1) and (2,2), To verify these facts and to 
simplify the analysis of the underlying equations, we intro
duce the new function 

U ggo- I (2.4) 

in terms of which the system (2,1), (2,2), (2,3) becomes 

Us = (1111 + Ao12) 

X! - XoAo + AoU - (1 + Ao + Xo)UA o + AoUAoU J, 
(2,5a) 

U" = (1111 - Ao12) 

X! - loBo + BoU - (1 - Ao - lo)UBo -- AoUBoU l 
(2.5b) 

with the constraint 
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AoU 2 
- (,10 + Ao)U + Ao = 0, 

where 

(2.6) 

A - -I At B -I Bt o go,s go = - 0' 0 gO,f/go = - o· (2.7) 

The requirement that g, and hence U, be unitary, 

UtU= 1, 

makes (2.6) equivalent to 
- t -

AoU+AoU =,10+,10' 

(2.8) 

(2.9) 

It is easily verified by cross differentiation that the integrabi
lity condition for (2.Sa), (2.Sb), for any ,10' is that go satisfy 
Eq, (1.1). 

To study the constraints (2.8), (2.9), we make use of a 
geometrical interpretation of the matrix Riccati equations 
(2,Sa), (2.Sb), which at the same time shows how they may be 
linearized. \3 Let Gn (C

2n ) denote the Grassmann manifold of 
n dimensional subspaces of C2n, Homogeneous coordinates 
may be introduced, representing each subspace by the rank n 
rectangular matrix (~ ), X, YEcn x n whose columns span the 
space, The points of G n (C2n ) are identified with classes [~] 
under the equivalence relation 

(J-(~~)' TEGI(n,q, (2.10) 

corresponding to a change of complex basis. On the affine 
subspace with det Y 1= 0, we may introduce the affine coordi
nates identifying the point [~] with the complex n X n ma
trix 

U Xy- I • (2.11) 

Introducing a Hermitian structure on C2n represented in the 
standard basis by the matrix 

h = (~ _~), (2.12) 

we identify the submanifold G ~ (C2n) of totally isotropic sub
spaces defined by 

(Xtyt)h (J = 0, (2.13) 

I.e., 

xtx= ytY. 

The fact that (~) has rank n, together with (2.13), implies 
that Y is nonsingular, and hence the affine coordinates (2.11) 
are well defined on G~(C2n). Equation (2.13) is then equiva
lent to the fact that, on G ~ (C2n), U is unitary: 

utu = 1. (2.14) 

In fact, the resulting correspondence is easily shown to de
fine a diffeomorphism U(n)_G~(C2n). 

The group SI(2n, q acts upon Gn(C2n ) in the standard 
way induced by the linear action on c2

n. In terms of affine 
coordinates, the action of an element 

, (2.lS) 

is given by the linear fractional transformations 
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(2.16) 

The infinitesimal form of this action is defined by a Lie alge
bra homomorphism ¢: sl(2n, C~X(G n (C2n )) to the algebra of 
vector fields (i.e., infinitesimal displacements) on G n (C2n), de
fined in affine coordinates by 

¢: e ~)f-+- [q- Us+pU- UrUJ·V v , 

C ~)ESI(2n, q. (2.17) 

Given any curve 

(
P(t) q(t)) 
r(t) s(t) 

in sl(2n, q, 

the corresponding t-dependent vector field on G n (C2n
) de

fines the matrix Riccati equation 

U(t)=q+pU- Us- UrU, (2.18) 

whose integral curves are such that the tangent at U (t ), for 
any t, is 

¢ ((P(t) 
r(t) 

q(t))) I 
sIt) Vlt)' 

The same construction is applicable to systems of matrix 
Riccati partial differential equations, where the parameter t 
is replaced by the independent variables [t iL = I, ... ,m' pro
vided the equations satisfy appropriate integrability condi
tions. A system of integrable PDE's of the form 

au 
- =q +p.U- us. - UrU, ati I I I I 

U= U(t), (2.19) 

qi = qi(t), Pi = Pi(t), Si = Silt), ri = ri(t), 

t = (t1, ... ,tm)ElRm, 

may be interpreted as defining (locally) a horizontal (covar
iant constant) section of the trivial bundle with fibre G n (C2n) 
over lRm associated with the group action SI(2n, q: Gn(C2n ) 
t--+Gn (C

2n) to the trivial principal bundle SI(2n, q X lRmf-+lRm 

with connection form 

qi(t)) i 1 d 
silt) dt + g- g. (2.20) 

The integrability condition is the vanishing of the corre
sponding curvature 

n ==.dOJ + HOJ, OJ] = 0. (2.21) 

The covariant constant cross sections defined by integration 
of(2.19) are the maximal integral manifolds of the horizontal 
distribution spanned by 

(2.22) 

The corresponding horizontal cross sections of the principal 
bundle u: t t--+(G (t), t) are defined by the SI(2n, q-valued 
function 

G(t) = (P(t) 
\R (t) 

Q(t)) 
SIt) , 

Harnad, Saint-Aubin, and Shnider 
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satisfying the linear equations 

a (P 
at' \R 

Q) = (Pi qi){ P Q) 
S ri Si \R S 

with initial condition, e.g., 

G(to) = 1. 

(2.24) 

(2.25) 

The general solution to (2.19) is thus obtained by applying 
G (to) to the initial value Uo: 

U(t) =X(t)y-I(t) 

= (P (t) Uo + Q (t))(R (tJUo + S (t)) - I, (2.26) 

where 

Uo = XoY 0- I (2.27) 

and the homogeneous coordinates may be taken as 

(
X (t)) = (P(t) 
Y(t) \R (t) 

Q(t))(Xo). 
Sit) Yo 

(2.28) 

Restricting now to the the subgroup SU(n, n) consisting 
of those transformations preserving h, we have 

ptp-RtR=I, 

ptQ-RtS=O, 

QtQ-StS=I. 

(2.29) 

The infinitestimal form of these relations, defining the subal
gebra su(n, n)Csl(2n, q is given by 

pt = _p, 

rt = q, 

(2.30) 

together with 

trIP + s) = o. (2.31) 

This subgroup clearly preserves the submanifold U(n) - G ~ 
(C2n)C Gn (C

2n
) and it is easily verified that the action is tran

sitive. That is, G ~ ((?n) - U(n) is identifiable with a single 
orbit ofSU(n, n) in Gn(C 2n ), the one of minimal dimension. It 
follows that if the coefficient matrices [Pitt), qi(t), rift), silt) I 
in (2.19) satisfy (2.30), (2.31), then the group-valued function 
G (t) obtained by integrating (2.24), (2.25) will be in SU (n,n), 
thus preserving the Hermitian form h. Consequently, the 
isotropy condition (2.13) will be preserved by the solution 
(~::: ) given by Eq. (2.28) provided it holds for (~: ), or 
equivalently, the unitarity condition (2.14) holds for U(t) 
provided it does for Uo. 

Notice now that Eqs. (2.5a), (2.5b) are precisely of the 
form (2.19), with t = (5, 1]) and the coefficient matrices sa
tisfy the relations (2.30) defining the su (n, n) subalgebra. The 
above considerations therefore prove that the unitarity con
straint (2.8) is preserved. Moreover, the general solution is 
given by Eq. (2.26) or (2.28), with the group-valued function 

G(t" )=(P(5,1]) 
-:,,1] \R(5,1]) 

satisfying 

Q (5,1])) 
S(5, 1]) , 
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(2.32a) 

(2.32b) 

The second constraint (2.9) may also be expressed in 
terms of the preservation of a Hermitian form, since it is 
equivalent to the relations 

(2.33) 

defining the submanifold G~(C2n) of maximal isotropic n

dimensional subspaces of C2n under the Hermitian form 

-a h= 
a 

(2.34) 

The intersection of SU(n, n) with the subgroup of GI(2n, q 
preserving iz consists of those elements commuting with the 
transformation 

(2.35) 

Since this transformation has two distinct eigenvalues ,.1,0' la, 
each corresponding to an n-dimensional space of eigenvec
tors, the subgroup ofGI(2n, q commuting with it is equiva
lent to GI(n, q X Gl(n, C). Making the appropriate change of 
basis diagonalizing t, this subgroup consists of elements of 
the form 

0)T- 1 

L ' 

where 

T=G 
The further condition that h be preserved implies 

L=Kt-l. 

The condition 

(2.36) 

(2.37) 

(2.38) 

(2.39) 

only implies det K is real; however, since we are only inter
ested in the action of this group on G n (C2n), we may take 
det K = 1. This will be seen to follow from the block diagon
ali zed form ofEqs. (2.32) without any renormalization of the 
Kin (2.26), (2.36), provided det go is constant, and in particu
lar for goESU(n). 

Thus, the underlying group which simultaneously pre
serves the two constraints (2.8) and (2.9) is the subgroup 
Sl(n, q C SI(2n, q defined by the embedding 

KI-l>T(~ K?_I)T- 1ESI(2n, q, (2.40) 

KESI(n, C). 
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The corresponding sl(n, q C sl(2n, q subalgebra is defined 
by 

kr--+T(kO 0) 1 _ kt T- EsI(2n, q, 

kEsI(n, q. (2.41) 

To preserve the constraints (2.8) and (2.9), the algebra ele
ments defining the matrix Riccati equations (2.19) must thus 
all be of the form 

(2.42) 

r= 

1 - t 
S = - -----:,- (A ok + Aok ) . 

..1.0 - ..1.0 

Comparison with Eqs. (2.S) shows that this is indeed the 
case, with 

k = AoI(l + ..1.0) for (2.Sa), 

k = BoI( 1 - ..1.0) for (2. Sb). 

(2.43a) 

(2.43b) 

The significance of this construction is that it not only 
demonstrates the consistency ofEqs. (2.S) with the con
straints (2.8), (2.9) but also indicates how (2.S) may be linear
ized. From Eqs. (2.36), (2.38), (2.42), (2.43a), and (2.43b), we 
see that (~ ~) may be expressed as 

where K (S, 77) satisfies 

Ks =AoK 1(1 +..1.0), 

K" = BoK I( 1 - ..1.0), 

(2.4Sa) 

(2.4Sb) 

Notice that, provided det go is a constant, Eqs. (2.43) imply 
tr Ao = tr Bo = 0 and hence, from Eqs. (2.4S), without loss of 
generality we may take det K = 1 as previously stated. Thus, 
by Eq. (2.26), the general solution to (2.Sa), (2.Sb) is given in 
terms of K (S, 77) by 

U = [(AoK -AoKt-I)UO -Ao(K - Kt-I)] 

X [Ao(K - Kt-1)Uo + (-AoK +AoK t - I
)] -I. (2.46) 

Equations (2.4S) are precisely those of ZMS, which are 
the starting point of the inverse scattering approach. Here, 
they have been derived as a consequence of the Backlund 
transformations rather than vice-versa. To facilitate further 
comparison, we shall henceforth adopt the notation of Refs. 
S-7, writing 

with 
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(2.47a) 

(2.47b) 

(2.48) 

Note that, because Ao, BoEu(n), we have 

Kt- I = ,p(Ao)· 

Furthermore, writing 

U _I + [(Ao -Ao)IAo]P 

(2.49) 

(2.S0) 

the constraints (2.8) and (2.9) are equivalent to the conditions 
that P be an orthogonal projector 

p 2 = P, P = pt. (2.S1) 

Substituting (2.48), (2.49) in (2.46) and solving (2.S0) for P 
gives 

P = ,p(Ao)1T[ ,p(Ao)1T + ,p(Ao)( 1 - 1T)] - I, 

where 

1T = [AoI(Ao - Ao)][Uo - I] 

(2.S2) 

(2.S3) 

is the value of P which corresponds to U = Uo. [Note that P 
and U need not necessarily assume these values at any initial 
point, since we have not required the initial value of ,p(A ) to 
equal unity.] Since P is an orthogonal projector, it may be 
written 

(2.S4) 

where M is a rectangular n X k matrix whose columns span 
the image of P. Similarly expressing the initial value as 

1T = m(mtm)-Imt. 

Eq. (2.S2) is equivalent to 

M= ,p(Ao)m 

(2.SS) 

(2.S6) 

precisely as in ZMS. [Notice that even if m is chosen as a 
unitary basis, M will not be because ,p(Ao) for complex ..1.0 is 
not unitary.] From Eq. (2.S0) we see that 

- k det U = (..1.0/..1.0) (2.S7) 

and therefore det g differs from det go by this constant phase 
factor. Since rescaling preserves Eq. (1.1), we may interpret 
(2.1) and (2.2) as a BT for the SU(n) 17-model by modifying the 
normalization of gin (2.3) by (AoIAo)kln. The modification 
thus depends on the rank of the projector determined by Eq. 
(2.3). 

3. RECURSIVE SOLUTION OF BACKLUND 
TRANSFORMATIONS AND SUPERPOSITION FORMULA 

We now tum to the problem of obtaining iterative solu
tions to the Backlund tranformations; that is, solving a se
quence of equations like (2.1), (2.2) with the input go deter
mined as the solution for the previous step, a new value of the 
parameter ..1.0 being introduced at each iteration. The defin
ing equations of the sequence are thus 

(3.1a) 

(3.1b) 

(3.2) 

Applying the linearization procedure of the previous section 
to each step, we have 

g; = (1 + A;; A; P; )g;_1 =U;g;_1T (3.3) 

where 
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and 

M-. "..,nXk, 
IE~ , 

i'( = tP; _ IlX; )mi> 

M; = mJtP;-=- \ (A;), m;EC
nxk

" 

where 

tP;.,;(A) = A;tP;!(l + A), 

tP;.11 (A ) = B;tP;!(l - A), 

i = 0,1, ... ,1. 

(3.4) 

(3.5) 

(3.6a) 

(3.6b) 

(3.7) 

As pointed out in the previous section, these equations 
(ignoring the index i) are the starting point for the ZMS ap
proach to the u-model. In that approach the three matrix 
functionstP{A )(5', l1),A (5', l1),B (5',l1)mayberegardedsimulta
neously as unknowns of the system, and the consistency of 
the system together with A analyticity of tP implies that 
tP(O) = g is a solution of the field equation (1.1). However, 
since this same system is the linearization of the BT, it pro
vides, as we have seen in Eqs. (2.50), (2.52), and (2.4), a new 
solution to the field equation as well. The remarkable fact 
shown by ZMS is that there is a transformation, defined be
low in Eqs. (3.8) and (3.12) of the entire system tP;-1 (A), 
A; _ I' B; _ I to a new system tP;(A ),A;, Bi> of which the BT is 
just theA = 0 special case. This fact implies that the solution 
to all iterated BT's should be expressible in terms of solu
tions to the first BT. In what follows we prove these results 
directly from the BT. 

Let 

{
A -X } X;(A)= lL + IIp; 
A-A; 

A-AU = 1 I, i = 1, ... ,/, 
A-A; 

(3.8) 

such that 

g; =X;(O)g;_1 = U;g;_I' (3.9) 

The U(n) valued function U; satisfies the ith iteration of Eqs. 
(2.5): 

U;.,; =(1111 +A;12)[X;A;_1 +A;_IU; 

- (1 +,1; +X;)U;A;_I +A;UjA;_1 U;], 

U;.11 =(111 1 -,1;1 2)[ -X;B;_I +B;_I U; 

- (I-A; -X;lU;B;_1 -A;UjB;_1 U;], 

(3. lOa) 

(3. lOb) 

(3.11) 

We now define recursively the series of matrix functions 

(3.12) 

with tPo(A ) chosen as thei = o solution ofEqs. (3.6) and prove 
inductively that these are indeed the solutions for all i. As
suming the relations (3.6) to hold for i-I, and, using Eqs. 
(3.8) and (3.9), we find that tP; satisfies the relations 
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-I ( X, -A; \..1 
(1 +A)tP,.5 tP, = 1 + 1 +,1; P;r'-I 

( 
A -A ) X 1 + IIp,, 
1 +,1, 

(3.13a) 

-I ( A, -X; ) (1 - A)tP tP = 1 + P B_1 
1,11 1 I-A; 1 1 

X 1 + IIp. (
A-A ) 
I-A, 1 

(3.13b) 

Since the rhs is independent of A and for A = 0 the lhs be
comes equal, by the inductive hypothesis and Eq. (3.9), toA, 
andB" respectively, we see that Eqs. (3.6) are satisfied, prov
ing by induction the result for all i. It should be mentioned 
that Eq. (3.6) alone determine tP, only up to right multiplica
tion by a fixed matrix; however, this arbitrariness is entirely 
absorbed in the matrices m, ofEq. (3.5), From Eqs. (3.8) and 
(3.13) we see that for all tP, to remain nonsingular, it is neces
sary to require A #Aj , Xj ' 'r/j>i. Defining the product 

, / 

xdA) II x; (A ) = X/(A )"'X\(A), 
i= 1 

we have 

tP/(A ) = X/(A )tPo(A ) 

and, in particular, for A = 0, 

g/ = X/(O)go. 

(3.14) 

(3.15) 

(3.16) 

This determines the solution to the 1 th iteration to the BT 
(3.1) without any integrations needed beyond the first step. 
Such a result also follows from the methods of ZMS, but we 
have derived it here directly from the structure of the BT. 

Although Eq. (3.15) gives a recursive solution to the 
iterated problem, it does not express the solution directly in 
terms of solutions to the first step; that is, in terms of solu
tionsto 

(3.17a) 

(3.l7b) 

(3.18) 

The solution to these equations is, by Eqs. (2.50), (2,54), and 
(2,55), of the form 

, { (X,-A,) t -I t} 
g;= 1+ A, M;(M,M,) M, go, (3,19) 

where 

(3.20) 

whereas Eqs. (3,14)-(3.16) are expressed in terms of M" as 
defined by Eq. (3.5). It is possible, however, to develop the 
product in Eq. (3.14) and thereby derive a superposition for
mula explicitly expressingX/(A ) and henceg/ in terms of the 
M;'s entering in the solution (3.19). We state the result as a 
proposition: 

Proposition: Let alIA; #Xj fori#jand 1 <J,j<J IrA, 
= Aj for any i#j, let m, and mj be such that the vector 

subs paces VI m, J and VI m
J 
I spanned by the column vectors of 

m, and mj , respectively, are linearly independent (Vlm,1 

nVlmjl = [OJ). 
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Under these restrictions and when A = A; for alII <J<.I, 
the matrix XI (A ) defined by (3.14) and (3.8) can be written as 

X/(A) = 1 + ± M;YijM] , (3.21) 
;.j= 1 A -Aj 

where Y ij is the k; X kj matrix whose components Yf/ 
(l<.a<.k;, 1 <.(3<.kj ) are defined as follows. Let 

MtM k k 
r .. = 1 J EC ,x j 1 <'i,j·<.I. (3.22) 

lj A-X 
1 J 

Denoting the (a(3 ) element as r't, we may regard these 
blocks as defining a KXK matrix r, where 

(3.23) 

indexed by the pair (ia)(j(3 )(1 <'i,j<.l, 1 <.a<.k;, 1 <.(3<.kj ). ris 
invertible and Y is its inverse: 

y=r- I
• (3.24) 

The (a(3) component ofYij in (3.21) is the (ia)(j(3) matrix ele

mentYf/ 
To prove this result, we first make the assumption that 

r as defined by (3.22) is invertible, and show by induction on 
1 that (3.21) is valid. We then prove, also by induction, thatr 
defined in (3.22) is indeed invertible. The validity of (3.21), 
(3.22) for 1 = 1 follows from the definition (3.8) for i = 1 in 
view of (3.4) and the equality 

(3.25) 

For 1>2, we have, from Eqs. (3.5), (3.12), (3.14), and (3.20), 

MI = XI- dA/)MI. (3.26) 

Assume now that (3.21) is valid for 1- 1, 

, _ 1 I~I M;YijMJ 
XI-I- +.~ A-A' 

I,J = 1 j 

(3.27) 

where {Yij.BJ are the components of the (K - k,) X (K - k,) 
matrix inverse of the submatrix of r with components r f/ 
(l<.i,j<.l- 1, l<.a<.k;, 1 <.(3<.kj ). We thus have 

X/(A) = (I + AI - A/ PI)(I + ± M/YijM]) 
A -A, ;.j= 1 A -Aj 

AI -A, ( '~I M/YijM]) 
=1+ P,I-~ 

A -A, ;.j= 1 Aj -AI 

'~I {( Al -AI ) M/YijM] } + ~ P, + 1 . 
;.j= 1 Aj - A, ..1,- Aj 

(3.28) 

To prove the equality (3.21), it is thus sufficient to verify the 
relations 

and 
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1<J<.I- 1. 

(3.30) 

J. Math. Phys., Vol. 25, No.2, February 1984 

Using Eqs. (3.4), (3.26), and the inductive hypothesis (3.27), 
we may replace (3.29) by 

-, - - t- - 1 ' 
(AI-AI)XI_I!AdMI(MIMd = IM;Yil' (3.31) 

;=1 

Since r is assumed nonsingular, the set of relations (3.30), 
(3.31) are equivalent to the following, obtained by multiply
ing on the right by r: 

The Ihs of Eq. (3.32) may be written as 

(3.33) 

by the inductive hypothesis. However, the second term in the 
above vanishes since, for l<.k<.l- 1, 

X,- 1 (Ak)Mk = X/-I (Ak)"'xdAk)Xk- dAk)Mk 
= X'-I (A k) .. ·(1 - Pk)Mk 

= 0 (3.34) 

and, for k = 1- 1, (3.32) becomes 

[1-(I-P/)XI_I(AdJMI =M" (3.35) 

proving the relation stated. 
We tum now to the problem of the invertibility of r. As 

above, the proof is inductive. When r consists only of one 
blockrll , it is invertible sincer = r ll = (MIM1)/(A 1 - At! 
and MI is constructed from independent column vectors. 
Suppose now that r, the (K - k/) X (K - k/) submatrix of r 
built from the blocks rij' l<.i,j<.l- 1, is invertible. (Impli
citly, we suppose that A; #Aj for all i#j, l<.i,j<.l- 1.) We 
suppose further that each P;(I<.i<./) is of rank 1. Since we 
allow possibly degenerate A; 's (as long as the spaces spanned 
by the associated m; 's are all linearly independent); this in
volves no loss of generality. Thus, k; = 1, 1 <.i<.l, and rand 
r are, respectively, (/- 1) X (/- 1) and I Xl matrices. Since 
the m;'s are all m X 1 matrices (i.e., column vectors), r ij 
= (M;Mj)/(A; - A;) are simply complex numbers. The de
terminant of r is expressible in terms of the determinant of 
F: 

(3.36) 
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where coct ij) denotes the cofactor of t ij' namely ( - 1); + j + I 
times the determinant of the (/ - 2) X (/ - 2) matrix obtained 
by removing the ith row and thejth column from t. But by 
definition of l' as the inverse of t, these cofactors are related 
to the 1'/s by 

1'ij =co(tij)/dett. (3.37) 

(By hypothesis, det t =I 0.) Thus det r is 

detr= det~ .M; 
AI-AI 

{ 
I-I M.Y-Mt(AI-AI )} X 1 - I J JI I MI' 
;.j~1 (AI-Aj){A; -AI) 

(3.38) 

We claim that the n X n matrix between the curly brackets is xi- I (AtlXI_ I (AI)' Indeed, since t is invertible, the relation 
(3.21) can be used for (/- 1) solutions and 

xi- dAI)XI-I (Atl 

= (1 + If Mm1'kmMt) 
k.m~1 AI-Am 

I-I 
I 1'mktkj = °mj 
k~1 

I-I 

and I rkj1'j; = Ok;' 
j~ I 

the last term of (3.39) can be simplified and we have 

X;-I (AtlXI-I (AI) = 1 + ;./%11 {M.i1'j;M; 

(3.40) 

[ 
1 1 A; - Aj ]} X + + ---==_----"-----=-

Aj -AI Al -A; (AI -Aj){A; -AI) 

= 1- If (AI -AI)Mj1'j;M; (3.41) 
;,j= I (AI - Aj){A; - Atl 

Hence 

detr = [detr'/(AI -AI)] 
t t - ~ -

·M IXI-I (AI)XI_I (AI)MI · (3.42) 

The problem of the invertibility of r amounts then to the fact 
that the vector X I _ I (A I )MI is not ident~cally ~ero. If none of 
theA;'s, 1 <J<) - 1, isequaltoAI, then XI- dAI ) is nonsingu
lar: each of the parentheses in the following expression 

~ - ( AI _ I -AI _ I ) 
XI- dA I) = 1 + A _ A PI - I 

I I-I 

( 
A2 -A2 )( Al -AI ) ... 1 + P2 1 + PI (3.43) 
Al -A2 Al -AI 

is a regular matrix. However, in the case whereAI happens to 
be equal to some of the other A/S, XI- I (AI) is no longer a 
regular matrix. For example, if i is such that A; = AI, then 
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will be zero if 

(1- P;)X;- dAI)MI = O. 

Multiplying by X; _ I (AI )-1, we obtain 

(1 - X;- I (Atl-IP;X;_I (AI))MI = 0, 

that is, 

MI-M;(M/M;)-IM/MI =0, 

(3.46) 

(3.47) 

(3.48) 

which is a dependency between MI and M; which contra
dicts the fact that m; and m l are linearly independent. If 
severaIA;'s are equal tOA I , the same argument shows that r 
will be invertible if and only if the different m;'s associated 
with equal Ai'S are linearly independent. The proposition is 
thus proven. 

A corollary to this result is the fact that if any pair of 
parameters (A; J is interchanged, together with the corre
sponding pair of input data (m; J, the iterated Backlund 
transformations give the same result. Thus, for any sequence 
with parameters (Ai J, another sequence exists for any per
mutation of the parameters which gives rise to the same re
sult. This "permutability theorem" is precisely analogous to 
those known in other integrable systems, e.g., the sine-Gor
don equation. 12 

The general multisoliton solution with parameters! Ai 1 
and input data! m i 1 is obtained by substituting the single
soliton solutions determined by5: 

go = exp(AoS + Bo'TJ) 

Mi = exp( ~ + Bo'TJ )mi 
1 + Ai 1 - Ai 

(3.49) 

(3.50) 

Ao' Bo = const, [Ao, BoJ = 0 (3.51) 

in (3.16) and (3.21). A more detailed analysis of the structure 
of such solutions will be the subject for further study. 
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The conformal representation carried by the dipole ghost DDc,6 = 0 is described in a discrete basis; 
it has dimension zero and contains the constant solution as an irreducible subspace. A free 
quantum field operator is constructed. The representation is decomposed with respect to the (3.2) 
de Sitter and the Poincare groups. A model for coupling relativistically to an external source is 
given, in which only unitary mass 0 helicity 0 modes propagate. 

PACS numbers: IUO.Qr, 02.20. + b, I1.30.Cp 

1. INTRODUCTION 

Fourth-order field equations appeared recently in the 
gauge sector of conformal QED, I in renormalizable and con
formal theories of gravity, 2,3 and are proposed for confining 
theories of strong interactions.4 Progress in the application 
to gravity and strong interactions is hampered by the appear
ance of nonunitary ghosts in higher-order theories. So a care
ful approach is necessary, and taking the possible benefits 
into consideration, worthwhile. 

A model for fourth-order theories is the dipole ghost5 

DDc,6 = O. It will be treated here with powerful group theore
tic techniques: an equivalent formulation in conformal space 
is employed to find explicitly the (nonunitary) conformal re
presentation carried by the dipole ghost. It suggests a confor
mally invariant indefinite metric field quantization. 

The conformal representation is reduced to the (3.2) de 
Sitter and the Poincare groups. It is possible to couple the 
dipole ghost to an external source in such a way that only a 
unitary representation of these groups propagates. 

2. CONFORMAL PROPERTIES OF THE DIPOLE GHOST 
Conformal space 

Conformal space is a four-dimensional projective space 

(1) 

xa ';;"...1xa , ...1#0. 

It is a compactification of Minkowski spaceyv, v = 1, ... ,4. 
The two coordinate systems are connected by 

Yv = xJ(x5 + x6), y + = X5 + X6, B = X2/(X5 + X6)2; 

(2) 

The dipole ghost in conformal space is a scalar field c,6 with 
degree of homogeneity 0, 

(Xa)c,6=o, 

and the field equation 

(a 2)2c,6 = o. 

(3) 

(4) 

The operator (a 2)2 is defined intrinsically only if(3) holds. 
Then it is in Minkowski coordinates 

(5) 

with 

o = (a~)2 + (~J2 + C~J2 -(a~4r 
A basis of the Lie algebra of the conformal group SO(4.2)/Z2 
is for scalar fields 

(6) 

Positive energy representations have a unique lowest weight 
in the decomposition with respect to the maximal compact 
subgroup (SO(2) X SO(4))/Z2' They are labeled by the eigen
values of conformal energy M46 and the angular momenta of 
SU(2) X SU(2):::::: SO(4). The noncompact generators are con
veniently grouped into energy raising and lowering opera
tors 

M / = M;6 + iM;4 = - 2x. a - (X4 - ix6) ~, 
I a(X4 + ix6) ax; 

i = 1,2,3,5. 

Solutions 

A solution ofEqs. (3) and (4) is 

c,60 = 1. 

(7) 

(8) 

All Lie algebra elements give zero, Mabc,60 = O. So it is an 
irreducible trivial representation D (0,0,0) of the conformal 
group. 

Another solution with positive energy is 

c,61 = X;I(X4 + iX6)' (9) 

It carries a SO(2) X SU(2) X SU(2) representation (weight) 
(I,M). Acting with the lowering operators M j - gives the 
constant solution. A relative lowest weight tPl leaks into the 
irreducible trivial representation. The positive energy modes 
of the dipole ghost carry the indecomposable representation 

D (1 ,M)--D (0,0,0). (10) 

A basis of this solution space will be given later. In principle 
it could be obtained by acting with all polynomials of M / 
on the states (9). 
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The constant solution is the "pure gauge" of the solu
tion space. For the construction of the conformal quantum 
field operator of the dipole ghost we need a Gupta-Bleuler 
triplet. The conjugate of the constant gauge field must be 
another trivial representation rps ("scalar field"), which leaks 
into the "physical" D (I,M), 

D (O,O,O)_D (I,H)-D (0,0,0). (11) 

The conditions M - rps = 0 and M + rps = rpl can only be sat
isfied (up to a factor and an additive constant) by 

rps = In(x4 + iX6)' (12) 

The compact generators M 46, Mij map this state into a linear 
combination of itself and the constant. rp s fulfills the field 
equation (a Z)Zrp = 0, but not Eq. (3), 

(xa)rps = 1. (13) 

So, Eq. (3) is the "Lorentz condition," which projects on 
the "physical" and the "gauge" solutions. The field equa
tions which hold for the full Gupta-Bleuler triplet are Eq. (4) 
and 

(14) 

rps is an adjoint homogeneous function of degree O. It is con
tinuous on the universal covering of conformal space. 

Homogeneous propagator 

On conformal space, the only invariant regular distri
bution of Xa and Ix~ I is lxx' I - a. The limit a-o yields 1, the 
homogeneous propagator of the trivial representation. To 
obtain the Gupta-Bleuler triplet, we can expand 

lim (lxx'l-a - 1)1( - a) = lnlxx'i. 
a~ 

(15) 

This suggests for the dipole ghost of positive, respectively 
negative, energy appropriately-regularized distributions 
In(xx') ± . They are unique up to a factor and an additive 
constant, which corresponds to a change of gauge. 

Decomposing the homogeneous propagators in energy
and angular-momentum eigenfunctions gives a discrete ba
sis of the dipole ghost and its invariant (indefinite) norm. It is 
convenient to introduce the conformal time coordinate ex
plicitly and use coordinates a, Si' P, 

Xi = PSi' x4 = P sin a, X6 = P cos a; P ~ Jip, S2 = 1. 

Then we get with r = a - a', 

D ±(x,x') 
1 + In( - 2xx') ± =1 + In[ pp'(2 cos(r ± i€) - 2ss')) 

(16) 

= 1 + lnl pp'l +ir + In(1 - 2ss'e±i(7"±i€) + e±2i(7"± i€»). (17) 

The last logarithm is a generating function of the Gegen
bauer polynomials C~o), 

00 

In(···) = - I C~)(ss')e±in7". 
n=O 

Using C~) = (1/n)(C~) - C~I~2) and the addition theorem 
for four-dimensional spherical harmonics, we get 

D+(x,x')=lnlpp'l-ir- i . ~r 
j=I}(]+I) 
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x I Yjlm (S)l'jlm (s')eij7" 
I,m 

I
oo 

2rr I .(. 2) + Y sY s'e'1+ 7" . ( . + 2)( . + 1) jIm ( ) jIm ( ) . 
1=O} } I.m 

The Yare normalized by 

J d 3[1 Yjlm (n )Yj'I'm' (n) = Oy011' omm' , 

andj>I>lml· 
Expressed in the basis states 

sIx) = In(x4 + ix6) = In p + In(ie - ia), 

g(x) = 1, 

Pjlm(X) = VL:7T/(j(j + lW/ZYjlmeija, 

qjlm(X) = v11T/((j + 2)(j + lWI2Yjlmeili+2)a, 

we have 

D +(x,x') = s*(x')g(x) + g*(x')s(x) 

(18) 

(19) 

- ~ p*(x') pIx) + ~q*(x')q(x). (20) 

The "scalar" and the "gauge" modes ares andg;p andq area 
basis of the nonunitary D (I,M). The weight diagram of the 
solution space (19) is given in Fig. 1. Compared with a gen
eral spin-O representation it is very restricted. This is possible 
as D (4,0,0) is Weyl-equivalent to D (0,0,0). 

The relative sign between the two sums in the decompo
sition (18) shows explicitly that the invariant norm of D (q,!) 
is indefinite. 

Quantum field operator 

We can define a free quantum field operator 

if; = ass + agg + ~an Pn + ~bnqn 

+a,+s* +atg* +~an+ p~ +~bn+q~ 

= if;(+) + if;1-I. 

The invariant commutation relation 

[if;I-I(x),if;(+)(x')] = - D +(x,x') 

(21) 

(22) 

holds if the operators a, a + in the discrete-momentum basis 
fulfill the non vanishing commutators 

L--+--~ ~+-I ~-+-
1 2 3 4 

FIG. 1. Weight diagram of the dipole ghost. X denotes the weights of 
D (I,!,!), dot and circle the weights of "gauge" and "scalar" modes. 
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(23) 

[bn,bnt] = -oron" 
An indefinite many-dipole ghosts-space is obtained by act
ing with the operators a + , b + on a vacuum 10), 

as 10) = ag 10) = aj1m 10) = bj1m 10) = o. (24) 

The a-modes have positive, but the b-modes have nega
tive probability. A theory with only positive propagating 
modes is not conformally invariant. This does not exclude 
the possibility that a physical interpretation becomes possi
ble in theories with a smaller symmetry group. 

Therefore, I decompose the dipole ghost with respect to 
the (3.2) de Sitter and the Poincare groups. 

3. de SITTER PROPERTIES OF THE DIPOLE GHOST 

The weight diagram of the dipole ghost(Fig. 1) can easi
ly be decomposed in a diagram with respect to SO(2) X SO(3), 
the maximal-compact subgroup of the de Sitter group 
SO(3.2). Collecting de Sitter representations gives 

D (O,O,O)~D (1 ,!,!)~D (0,0,0) I 50(3.2) 

= (D (O,O)~D (1, 1 )~D (0,0)) Ell D (1,0) Ell D (2,0). (25) 

The first part is a Gupta-Bleuler triplet with a non unitary 
D(I,I); it is the dipole ghost in (2 + I)-dimensional Min
kowski space. The other part describes a massless particle. 
The representations in the first part have a 2nd-order Casi
mir eigenvalue Q = 0, the massless representations have 
Q= -2. 

The field equation of the dipole ghost in (3.2) de Sitter 
space is 

(26) 

4. THE DIPOLE GHOST IN MINKOWSKI SPACE 

The "pure gauge" of the dipole ghost is the trivial repre
sentation g = 1. In Minkowski space it isgtyv) = 1, a trivial 
representation of the Poincare group. The "scalar" state s(x) 
becomes 

s'(Yv'Y+) = Inly+1 + In(Y4 + !i(l + y2)). (27) 

y + is invariant under Poincare transformations, but not un
der dilations D and special conformal transformations K v' 

The generators of the Lorentz group and translations are 
explicitly 

and 

D = - i(YvaV 
- y+a+), 

Kv = - i(2yv(Y p.iI' - y+a+) - y 2av)' 

Acting on s'(yv'Y+) we have 

y+a+s'(yv'y+) = 1, 

while for all other states of the dipole ghost 

y+a+tP(Yv'y+) = O. 
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(28) 

(29) 

(30) 

(31) 

The field has dimension O. 
Now we can define 

s(Yv)==S'(y",y+) -In ly+l, (32) 

on which, e.g., the dilatation operator acts like Ds 
= - i(Y"a"s - 1). 

The existence of these two trivial representations g and s 
in the dipole ghost complicates the infrared limit in an ex
pansion in plane waves. Specifically s( Yv) is not a momentum 
eigenfunction, but leaks into D (q,~). 

Except for the limit Pv = 0 we get a plane-wave basis of 
the dipole ghost by Fourier transformation of the homogen
eous propagator (17). 

In Minkowski coordinates it is 

D ± (x,x') = In( y +y'+ ) + 1 + In(( y - y')2± ). (33) 

The first term comes from s' ( Yv' Y +) and can be subtracted 
as in Eq. (32). Then we have 

D ±(Yv,y~)=D ±(x,x') -In(y+y'+) 

= 1 + In((y - y')2 - (t - t' ± iE)l). (34) 

The Pauli-Jordan commutation function is 

D(Yv)=D+(Yv)-D~(yv)= -E(t)O(_yl). (35) 

This expression was first given by Narnhofer and Thirring.5 
Using the Fourier transformation ofln(x + iO)6 we get 

J eikYD +(y)d 4y 

= (21Tf /k (0 (ko)/ko + Inlkolo(ko) - yo(ko)) 

X(o '(k + ko) - o'(ko - k)) - 4~/ 

ko(ko)((ko + k )~2 - (ko - k )~2) + 0 4(k) 

= - (21Tf/ 

(kok )0 (ko)o'(ko - k) + terms at ko = O. (36) 

For ko =1= 0 we have the "plane wave" expansion 

D +(y)k,#o = (21T)~1 f eilkt-kY)(itk -2 - k -3)d 3k. 

(37) 

(Invariance under finite Lorentz transformations can be 
shown by converting terms of the form ye'" into a/ake··· and 
partial integration.) 

A possible set of "plane waves" for the dipole ghost at 
ko =1= 0 is 

Ik) = k -1/2ei1kt-k y ), 

Ik') = (itk -3/2 - k -S/2)eilkt-ky). 

The mass operator M2 = - 0 gives 

0lk) = 0, 

0lk') = k -1/2ei(kt-ky) = Ik), 

and then 02Ik') = O. 

(38) 

The states Ik) carry a mass 0 helicity 0 representation of 
the Poincare group. The states Ik') leak into Ik) and have 
mass 0, helicity 0 also. Taking this information at ko#O to
gether with the infrared states sand g, we find the Poincare 
representation carried by the dipole ghost: 
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T-D(m = O,A = OJ-DIm = O,A = OJ-To (39) 

Here T is the trivial representation. 
To repeat: "plane wave" states Ik) and Ik/) leak into the 

constant solution g. This is an irreducible trivial representa
tion. To quantize with the Gupta-Bleuler technique, we 
need a "scalar state" s( y vl. This detailed study of the in
frared behavior of the dipole ghost was only possible in the 
discrete basis. 

It is feasible to interpret the invariant subspace 
D (m = O,A = 0)-Tin Eq. (39) as a gauge freedom, like the 
pure gauge in electrodynamics. 7 I refrain from this possibil
ity as the dipole ghost would contain "gauge" and "scalar" 
modes only, without any "physical" states. 

5. UNITARY THEORY WITH THE DIPOLE GHOST 

The "nonunitarity" of higher-order field theories 
shows itself group theoretically in the appearance of nonuni
tary representations. Yet this by itself does not induce a non
unitary S-matrix, as can be seen in ordinary relativistic elec
trodynamics. In Gupta-Bleuler quantization, the Poincare 
representation carried by the field potentials is indecompos
able and thus nonunitary. Nevertheless the resulting S-ma
trix is unitary: the propagating modes carry a unitary repre
sentation. 

In a relativistic interacting theory with the dipole ghost, 
we could have the Lagrangian 

L = J/;*02J/; + J/;}, (40) 

where} is an external scalar source. The resulting field equa
tion 

(41) 
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propagates only the unitary mass and helicity zero modes if} 
is of the form 

}=Ds. 

Then OJ/; - s is a free field, 

O(OJ/;-s) =0. 

(42) 

(43) 

The initial condition (OJ/; - s)(t = - 00) = 0 is true for all 
times due to the field equation. So OJ/; = 0 vanishes wherever 
s vanishes, i.e., in empty space the ghost does not propagate. 

A similar technique for exorcising a non unitary ghost 
was used in conformal gravity. 3 As the field has dimension 0, 
any polynomial self-interaction requires a dimensional cou
pling constant. 

ACKNOWLEDGMENTS 

I thank C. Fronsdal and L. Castell for discussions and 
criticism. I further thank the Physics Dept. of UCLA, where 
part of this work was done, for hospitality and the DAAD 
for a fellowship. 

'B. Binegar, C. Fronsdal, and W. Heidenreich, "Conformal QED," J. 
Math. Phys. 24, 2828 (1983). 

2K. S. Stelle, "Classical gravity with higher derivatives," Gen. Re\ativ. Gra-
viI. 9,353-371 (1978). 

3B. Binegar, C. Fronsdal, and W. Heidenreich, "Linear conformal quantum 
gravity," Phys. Rev. D 27, 2249-2261 (1983). 

4S. K. Kaufman, "Quarks and glue: equations of motion," Nucl. Phys. B 87, 
133-144 (1975). 

'N. Narnhofer and W. Thirring, "The taming of the dipole ghost," Phys. 
Lett. B 76, 428-432 (1978). 

61. M. Gel'fand and G.E. Shilov, Generalized Functions, Vol. 1 (Academic, 
New York, 1964). 

7 A. Z. Capri, G. Griibl, and R. Kobes. Fock Space Construction of the 
Massless Dipole Field. Preprint Alberta-Thy-9-82. 

W. Heidenreich 379 



                                                                                                                                    

Unified gauge theory for electromagnetism and gravitation 
based on twistor bundles 

c. P. Luehr and M. Rosenbauma ) 

Centro de Estudios Nucieares, Universidad Nacional Autonoma de Mexico, Circuito Exterior, C. U. 04510 
Mexico, D.F., Mexico 

(Received 28 December 1982; accepted for publication 23 September 1983) 

A unified gauge theory of the combined gravitational and electromagnetic fields is obtained by 
two different procedures using twistors as a starting point for the construction of the appropriate 
bundles. One of these formalisms is obtained by relaxing the conditions on the structure of a 
twistor bundle theory previously developed by the authors for the Poincare group as the structure 
group. The other formalism is based on a tensor product bundle and can be readily extended to 
include structure groups involving direct products of nonabelian groups with the Poincare group. 
The results of the theory are compared with those obtained in projective theories of the 
generalized Jordan-Kaluza-Klein type, and some of the essential differences are pointed out. 

PACS numbers: 11.15. - q, 04.50. + h, 04.40. + c 

I. INTRODUCTION 
With the growing importance of gauge fields in physics 

and the need to unify them with general relativity, theories of 
the Kaluza-Klein type I and their generalization to nonabe
lian gauge fields have acquired renewed interest. 

Some of the modern approaches2 to this subject advo
cate the idea that the extra dimensions which are introduced 
in these theories should be regarded as microscopic and phy
sically real new degrees offreedom, and a suggestive attempt 
to combine "spontaneous compactification" and supergra
vity, based on an II-dimensional theory, has been presented 
by Witten.3 An extensive review of the recent work on Ka
luza-Klein theories has been given by Salam and Strathdee.4 

Also, since the differential geometric methods of fiber 
bundles provide a very convenient framework for a coordi
nate-free discussion of gauge theories5

-
7 several papers have 

appeared lately8-10 where Kaluza-Klein theories are formu
lated in that language. All these approaches have the com
mon feature that they start with a principal G bundle P, and a 
base space which is already the space-time endowed with a 
Riemannian metric. Thus, the structural group G is a com
pact Lie group which is used for gauging the additional inter
nal degrees of freedom. 

It is our belief that a truly unified field theory should 
result from the simultaneous gauging of the compact (inter
nal) and noncompact (external) groups which characterize 
the theory. Consequently, a unified theory of gravitation and 
other fields should result from the simultaneous gauging of 
the Poincare group and the other symmetry groups in
volved. 

A straightforward attempt to extend the fiber bundle 
techniques to theories with noncom pact group symmetries, 
such as the gauge theory of the Poincare group, to obtain 
gravitational theories has led, however, to some essential dif
ficulties. II 

One procedure to resolve these problems has been pro
posed by the authors in Ref. 11, where the Poincare group is 

0) Supported in part by International Scientific Program Grants, National 
Science Foundation OIP75-09783AOI and Consejo Nacional de Ciencia y 
Technologia No. 955. 

dealt with as an internal gauge group acting on fibers of an 
appropriately constructed vector bundle, thus leading to an 
unambiguous gauge theory of gravitation. The authors have 
also shown 12 that twistors provide a very natural framework 
for the construction and geometrical interpretation of the 
five-dimensional representation space of the Poincare group 
used as a typical fiber in Ref. 11. 

The present paper is part of a program intended to com
bine the twistor language and the fiber bundle techniques for 
the purpose of constructing, in a unified manner gauge the
ories combining both compact (internal) and noncompact 
group symmetries. Specifically, we show in this paper that 
the twistor bundle formalism developed in Ref. 12 has al
ready built-in the group U( 1) as a normal subgroup and that, 
by an adequate relaxation of the conditions on the structure 
of the typical fiber of the bundle, unified field theories for 
electromagnetism and gravitation are obtained. 

We further show how our procedure can be readily gen
eralized to obtain a natural formalism, in terms of tensor 
product bundles, for the construction of other gauge theories 
where the structure group is the direct product of a nonabe
lian internal group with the Poincare group. 

As a continuation of our program, we plan in a future 
paper to exhibit a procedure, based on an enlargement of our 
twistor spaces, for the obtainment of supergravity and its 
coupling to Yang-Mills type fields. 

The presentation is organized as follows: 
In Sec. II we review some of the basic notation and 

essential features of the twistor structures and twistor bun
dles which were amply discussed in Ref. 12 for a construc
tion of a gauge theory for the Poincare group from an axiom
atic, coordinate-free, and component-free point of view. The 
purpose of this section is to allow the paper to be as self
contained as possible without making it unduly long. Re
course to Secs. II and III of Ref. 12 will readily provide any 
additional material required for conceptual and notational 
clarifications. 

In Sec. III we develop a tensor product bundle formal
ism which permits the construction of a gauge theory for the 
structure group G = U( 1) X :7. Contrary to other fiber bun-
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dIe theories of the Kaluza-Klein type,8-JO the fiber bundle in 
our theory is a vector bundle where the typical fiber is con
structed as a representation space of G, and an element of 
this space is given by the tensor product of a twistor with a 
basis element of the representation space for U( 1). 

Some important differences which result from our ap
proach are that there do not occur the additional Brans
Dicke scalar fields which are contained in projective theories 
of the generalized Jordan-Kaluza-Klein type,13 and also 
there do not appear any undesirable cosmological constant 
terms. 

Further, although the theory admits connections with 
non vanishing torsion, no components of torsion associated 
with a fifth dimension are present, and there is no need to 
account for new physical effects such as those that have been 
predicted in other theories8 where these additional compo
nents appear. 

There is one other interesting result of our theory. It 
shows that the electromagnetic field does not couple to tor
sion. This implication is not obvious a priori. In fact, one of 
the general prescriptions of gauge theory consists of replac
ing derivation operatorsXby covariant derivativesDx in the 
Lagrangian. In the case of the Einstein-Cartan theory of 
gravitation in the presence of charged fields, as well as other 
more general theories with nonzero torsion, this minimal 
coupling principle implies that the electromagnetic field ten
sor, defined as the covariant curl of the electromagnetic po
tential, contains torsion terms due to the nonsymmetry of 
the connection coefficients. As Hehl et al. 14 have pointed 
out, this definition would lead to breaking of gauge invar
iance under the usual gauge transformation A p ---+A ~ 
= Ap + ap ¢, where ¢ is a scalar function, and therefore 

conclude that gauge in variance forbids the application of the 
minimal coupling procedure to the Maxwell field. 

However, if one accepts the general principle that spin
ning particles both generate and react to torsion,14 then it 
would appear reasonable to expect that photons should also 
couple to torsion. There have been some attempts15 to make 
minimal coupling compatible with local gauge invariance (in 
a modified form), but these seem to be in disagreement with 
experimental evidence. 16 

The results in this paper [see in particular Eqs. (111.18)
(111.22)] provide an alternate approach to resolve the prob
lem. They show that minimal coupling does in fact apply to 
the electromagnetic field, but an additional term containing 
torsion occurs in such a way in the expressions where the 
electromagnetic field tensor appears that it cancels out ex
actly the torsion contributions from the nonsymmetric con
nection coefficients, leaving only the contribution due to the 
standard connection (covariant derivatives expressed only in 
terms of Christoffel symbols); thus the gauge invariance of 
the electromagnetic field tensor is also preserved. 

The formulation presented in Sec. III of a gauge theory 
for the group G = U(I)X 9 via a tensor product bundle is 
rather convenient for extension to other gauge theories 
where the structure group is a direct product of a nonabelian 
internal group with the Poincare group. However, the twis
tor formalism developed in Ref. 12 has already built-in in the 
presence ofU( 1). Section IV of this paper is intended to show 
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how this presence can be made explicit by an adequate relax
ation of the conditions on the structure of the typical fibers. 

II. SUMMARY OF THE GAUGE THEORY FOR THE 
POINCARE GROUP 9 

In the formulation 12 of a gauge theory for 9, we used 
the twistor space ~ =( ~ ,A,I) as a representation space for 
9. As part of the structure for ~,AE~ 1\4 is a given nor
malized (i.e., satisfying the requirement 
A~~A = Ca/3yo€,/3yO = 4!) totally anti symmetric twist tensor 
(€,/3YO), and IEIF C ~ 1\2 is a given null element in the space 
IF of real twist tensors. The element I is simple and invariant 
under the action of 9 and can be identified, therefore, with 
the vertex of the null cone at infinity, i.e., I is the so-called 
infinity twist or or metric twistor. 

An origin element OEIF is any chosen (simple) null ele
ment satisfying 001 = 2, where the inner product "0" 
[signature (+ + ----)] is defined by A0B = ! A a/3ca/3yo B yo 

(in the Penrose component notation) for arbitrary twist ten
sors A, BE~ 1\2. The space.'7 =7roC IF consists of all ele
ments orthogonal to.both I and O. 

Starting with the four-dimensional base manifold JI, 
we constructed the bundles ~(JI), ~ 1\2(JI), ~ 1\4(JI), and 
IF (JI) with ~ , ~ 1\ 2, ~ 1\ 4, and IF as typical fibers. The cross 
sections AET (JI, ~ I\4(JI)) and lET (JI, IF (JI)) are given as 
part of the structure of ~ (JI). To any choice of an origin 
twist tensor field OET(JI,IF(JI)), there corresponds a 
unique bundle .'7(JI) with.'7 as typical fiber. 17 

A connection D defined on ~ (JI) satisfies the usual 
axioms ofa connection given in Eqs. (3.2) of Ref. 12, and also 
the requirements of Eqs. (3.3)-(3.5) in that paper, which we 
repeat here: 

X(ulv») = (Dxulv) + (uIDxv), 

DxA=O, 

(11.1) 

(11.2) 

Dxl = 0, (11.3) 

where u, vET (JI, ~ (JI)), and (u I v) denotes the nondegener
ate Hermitian inner product, anti linear in the twistor u and 
linear in the twistor v, with signature (+ + - -). The 
group SU(2,2) is defined as the set of unimodular transfor
mations under which this inner product is invariant. 

The connection D on ~ (JI) gives rise to a connection D 
on the bundles ~ 1\2(JI), ~ I\4(JI), and IF(JI). Equation 
(11.3), together with the compatibility of the covariant deri
vative with the inner product 0 on the fiber IF q' guarantees 
that Dx will be compatible with the local action of the Poin
care group. 

On IF(JI), the connection D is projected to give the 
connection DY on .'7(JI): 

DrV = 1.70(DxV) (11.4) 

for VET (JI,.'7(JI)), where the.'7q ®.'7q valued field 

Iy =! A - P ® 0 - ! 0 ® I (11.5) 

is the unit tensor field for .'7(JI). 
We will also need to consider the connection D 6

", which 
is a connection on IF (JI) defined as 
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D ~V = Dx V + ! I(Dx O)0V. 

for V EF (1, ~ (1)), and which satisfies 

D~O=DxO, 

D~I =DxI=O, 

(11.6) 

(11.7) 

(11.8) 

D ~V = D rV, (11.9) 

for VEF (1,Y(1)). Note that Dir also acts as a connection 
on the complexification CtJ ~(1) = ~ A2(1) of ~(1). Fur
thermore, for the purpose of being able to map cross sections 
xEF (1,Y(1))---+xoJEF (1,Y(1)) and construct suitable 
Lagrangians, the Y~ ® Yq valued field J = D ® 0 was in
troduced in Ref. 12 (Yq and Y~ denote the tangent and 
cotagent fibers above q, respectively). 

The field J was also used in constructing maps of other 
objects defined on Y(1), such as inner products, connec
tions, and curvature tensors to give corresponding objects 
defined on Y(1). With the additional assumption that J(q) 
for each q is nonsingular, this map is a bijection of !7~ q on Y q 

and a unique Y q ® Yq valued field F acting as the inverse 
operation to the map x---+xoJ was defined. 

One of the central problems of Poincare gauge field the
ory is the identification of the translation potentials with the 
soldering form of the tangent bundle. We deal with this 
problem in our theory by first interpreting the origin twist 
tensor field as the points at which the fibers are tied to the 
base manifold. Noting next that the effect of a translation 
acting on 0 can be envisaged geometrically as a rotation of 
the origin twist tensor around the null cone with its arrow 
being moved to a different point of the surface 
'If/" = [P,PE~ ,P0P = 0; 10P = 2 J (see Fig. 1 in Ref. 12), 
and since 'If/" is in one-to-one correspondence with the ele
ments of Minkowski space-time, we see that our translation 
acting on the fibers corresponds to a change of the origin in 
Minkowski space. Furthermore, a change in the origin twist 
tensor implies a change of the vector space Y tangent to 'Jr. 

It is important to stress that up to this stage no a priori 
assumptions have been made regarding a metric structure 
and connection on the tangent bundle. A natural isomor
phism can be achieved, however, by means of which struc
tures originating in the fibers can be mapped onto the tan
gent bundle, by selecting a given origin field and introducing 
its covariant gradient J = D ® 0 as a means of carrying out 
in a unique manner the mappings referred to above. 

Note, finally, that the selection of an origin twist tensor 
field imposes no special restriction on the theory. Any twist 
tensor field which serves as an origin field can be trans
formed by a local Poincare translation into any of the other 
possible choices of an origin field. 

The same Poincare translation will also transform the 
connection D on the bundle and the subspace Y in such a 
way that the theory with the new origin twist tensor field and 
new connection is equivalent to the original theory. Indeed, 
the tensor field J will also be transformed in such a way that 
the new maps with the new theory will induce exactly the 
same metric structure and connection on the tangent bundle 
as were obtained with the original theory with the original J. 

To complete this summary of background material, we 
recall that in Ref. 12 we defined the curvature tensors Rw for 
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the ~(1) connection D, R~ for the ~(1) connection D ir , 
and R5• for the Y(1) connection D Y. The tensors Rw and 
R~ are Y~ ® Y~ ® ~ q ® ~ q valued, and R.,. is 
Y~ ® Y~ ® Y q ® Y q valued. They are related by the equa
tions 

Rw = R.y + ~ [1- (34)]T,. ®I, 

R~ = R.y + ~ T,. ®I, 

where 

(11.10) 

(11.11) 

(11.12) 

is Y~ ® Y~ ® Y q valued, and the symbol (34) denotes the 
transposition which exchanges the 3rd and 4th twist-tensor 
files. 

These curvature tensors all have the same invariant 
(R y )s=C(13; 24; 0) [(FO)I(FobR.,. ] 

w [~ = (R w), -C(13; 24; 0) (Fo)I(FobRw] 

= (R,,;)s C (13; 24; 0) [(Folt(FObRw ]. (11.13) 

[The symbol C (13; 24; 0) denotes contraction of the 1st 
with the 3rd and 2nd with the 4th twist-tensor files via the 0 
operation, and the notation (Fo)k is used to define a linear 
map acting to the right on the k th file of a tensor.] 

This invariant is used in the construction of a Lagran
gian from which field equations follow by an action princi
ple. 

III. GAUGE THEORY FOR THE GROUP G = U(1) X g; . 
FORMULATION VIA TENSOR PRODUCT BUNDLE 

We now enlarge the gauge group from 9 to 
G = U( 1) X 9. The group U( 1) is the set of unitary transfor
mations (i.e., metric-preserving) on the one-dimensional 
complex space ~ 1 with a positive-definite inner product 
(0 1t,6 ), antilinear in OE~ I' and linear in t,6E U& I' As a repre
sentation space for G we use r = ~ 1 ® ~ . 

For the development of the theory we need the bundles 
~ 1 (u#'), ~/(1), and ;fY'A2(1) with the typical fibers 
~ I' r, and ;fY~A2_~ 1 ® ~ 1 ® ~ = ~ 1 ® ~ 1 ® ~ A2, re
spectively. 

As a basis choose any eEF(.~, ~ 1(1)) such that 
(ele) = 1. Then an arbitrary element'I\JEF (1,r(1)) can be 
expressed in the form 

'I\J =e®u 

with uEF (1, ~ (1)). Also, an arbitrary element 
WEF(1,rA2(,~)) can be expressed in the form 

W=g®V, 

where 

g=e®e 

and 

VEF(,~,q/ A 2(1)). 

(111.1) 

(111.2) 

(111.3) 

Connections: A connection D' given on ~ 1(1) satisfies 
the usual axioms given in Eqs. (3.2) of Ref. 12, and also the 
requirement 

X(OIt,6»)= (D~OIt,6) + (OID~t,6) 
for 0, t,6EF (1, U& .(1)). 
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Moreover, since ~, is one-dimensional, we can define 
A=A(elEl' (1,Y'(1j) by the equation 

D ~e = i(xoA)e. (111.5) 

The connections D' on ~ ,(1) and D on ~(1) give 
rise to a connection DG on r(1) satisfying 

D ~(() ® u) = (D ~()) ® u + () ® (Dxu), (111.6) 

for ()EF(1,~ ,(1)) and uEl'(1,~(1)). For'" = e®u as 
given above, we have 

D ~'" = (ixoAe) ® u + e ® (Dxu) = e ® (Dxu + ixoAu). 
(III. 7) 

This connection DG on r(1) can be used to define a 
connection DG on rIl2(1). For the above given W = g ® V, 
we have 

D~W =D~(g®V) = (D~g)®V +g®(DxV) 

= (2ixoAg) ® V + g ® (Dx V) 

=g®(DxV + 2ixoAV). 
(111.8) 

Also, since the connection D' on ~ ,(1) gives rise to a 
connection D' on ~ ?2(1) which satisfies 

D ~(e®¢» = (D ~())®¢> + e®(D ~¢» (111.9) 

for e, ¢>El'(1, ~ ,(1)), we can use D' on ~ ?2(1) and DW 

on 1f(1) or ~ 112(1) to define a connection DG'" on 
rIl2(1) such that it satisfies 

D ~w(tP ® V) = (D ~tP) ® V + tP ® (D ~V) (111.10) 

for tPEl' (1, ~ ? 2(1)) and VEl' (1, ~ 112(1)). 
Curvatures: For the D GW connection on rIl2(1), de

fine the curvature tensor RGW as a 

'fi(Y' ® y, ® If ® If ) = Y' ® Y' ® ~ 112 ® ~ 112 q q q q q q q q 

valued field by 

g®(xy~RGW8V) 

=(D~wD~W -D~"'D~'" -Dr:'YJ)(g®V), (111.11) 

where VEl'(1, ~ 112(1)). A simple calculation gives 

g ® ( xy: R G"8V) 

But 

Also 

= [(D~D;" -D;"D~ -Dfx,YJ)g] ®V 

(111.12) 

[(D~D~' -D~D~ -D~,YJ)V=xy:R~8V]. 
(111.13) 

(D~D;" -D;"D~ -Dfx.YJ)g 

= [(D~D;" -D;"D~ -Dfx,YJ)e] ®e 

+ e® [(D ~D;" -D;"D ~ - D fx,Y))e] 

= 2i{X(yoA) - Y( xoA) - [x,y]oAJe®e. 
(111.14) 

If we now make use of the following equations which are 
derived from the theory'S of exterior differential forms (the 
symbol .5t' denotes the Lie derivative), 
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.5t' x I = XI = xo(d/), 

d(yoA) + yo(d 1\ A) =.5t' yA, 

we get 

(1I1.l5) 

X( yoA) - Y( xoA) - [x,y]oA = xy: (dl\ A), (111.16) 

where d 1\ A is the exterior derivative of A. 
From (111.14) and (111.16) we then have 

(D ';cD;" - D ;"D ~ - D fx.y J)g = 2ixy: (d 1\ A)g.(11I.17) 

Substituting (111.13) and (111.17) into (111.12) yields 

g®( xy:RG"'8V) =g® {xy~ [R~ + 2i(dI\A)®I", ]8VJ, 
(111.18) 

where I", = ! A is the If q ® If q valued unit tensor. Hence we 
can write 

RG" = R~ + 2i(d 1\ A) ® I", . (111.19) 

We next show that RG'" is independent of the choice of 
g = e ® e. To this end, consider two basis fields e = e] and 
e = e2, where e2 = ei<Pe, and ¢> is a real scalar field. Corre
sponding to e = e, and e = e2, respectively, we have 
g = g] = e] ® e, andg = g2 = e2 ® e2 withg2 = e2i"'g,. Also 
we have the corresponding A = A(l) and A = A(2), where 
A(2) = A(I) + d¢>. Since d 1\ d¢> = 0, we have 
d 1\ A(l) = d 1\ A(2); consequently, RGW is independent of the 
basis e. 

The electromagnetic field tensor defined in terms of ex
terior derivatives is independent of torsion. This can be seen 
most easily by reexpressing the left-hand member in (111.16) 
in terms of any connection V x on the tangent bundle. Thus, 
we have 

X( yoA) - Y( xoA) - [x,yloA 

= (Vxy)oA + yO(VxA) - (Vyx)oA - xo(VyA) - [x,yloA 

= xy:TyoA + xy:(V 1\ A). (111.20) 

Combining (111.16) and (111.20), we get 

dl\A = V I\A + TyoA, (111.21 ) 

where T"y- denotes the torsion tensor in the tangent bundle. 
Bue9 

(111.22) 

s 

where V is the standard connection (i.e., the unique connec-

tion which is symmetric and compatible with the inner pro
duct in the tangent bundle). Therefore, 

s 

dl\A = V 1\ A, (111.23) 

s 

i.e., since the connection coefficients from V are given by the 
Christoffel symbols, the electromagnetic field, as appearing 
in the curvature tensor in (111.18), does not couple to tor
sion-the torsion term appearing in (111.20) is cancelled ex
actly by a term with the opposite sign which occurs in 
(111.21 ). 

Torsion: If 0 is used as the origin tensor field, the tor
sion tensor T~ for DG is 
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T~ = RGI&' 80 = T W + 2i(d /\ A) ® 0, (111.24) 

where T w is the torsion tensor for the connection D. 
Lagrangian densities: By appropriate contractions on 

R GW as given by (111.18), we can set up free Lagrangian densi
ties for the gauge fields (D~) as scalar functionals ofRGw . 

In what follows, we derive a unified Lagrangian density 
for gravitation and electromagnetism in the Einstein-Cartan 
formalism, although the theory is more general as it allows 
for other types of Lagrangians to be constructed such as 
those containing quadratic combinations of the Riemann 
and the electromagnetic field tensors. 

The gravitational Lagrangian density.:? g , expressed in 
terms of quantities on the 3'(1) bundle, can be rewritten in 
terms ofRGW as 

.:?g C(13; 24; 8)[(Fo)dFobR5' ] 

= C (13; 24; 8) [(Foh(F°lzR~ ] 

= C(13; 24; 8)[(FO)I(F0lzRGW]. (111.25) 

The electromagnetic Lagrangian density.:? em' expressed in 
terms of quantities on the 3'(1) bundle, can be rewritten in 
terms of R GW as 

.:? em = [(Fo)I(Foh(d/\ A)]8 [(Fo).(Foh(d /\ A)] 

= :hI [(Fo)l(Fo)z(d /\ A) ® f ff ] 8f /!" J 8 

I [(FOh(Foh(d /\ A) ® f ff ] 8f W ) 

= - Thl [(Foh(Fo)zRGff]8f" J8 

{[(FO)I(FOhRGW]8f~, J. 
(111.26) 

So we now have the total Lagrangian density 
.:? = .:? g + .:? em expressed in terms of the curvature ten
sor R GW for the connection DGff. Thus the gauge theory of 
the group G allows a Lagrangian that includes both the gra
vitational and electromagnetic parts, which are equivalent to 
the gravitational and electromagnetic parts of the usual La
grangian expressed in terms of quantities on the tangent bun
dleY(1). 

It should be rather evident from the formalism in this 
section, how it can be extended to include structure groups 
involving direct products of nonabelian internal groups with 
the Poincare group: One merely replaces the one-dimension
al representation space for U( 1), with basis vector e, by an n
dimensional representation space for the internal group, 
with basis vectors elil [where (i) = 1,2, ... ,n denote the inter
nal degrees offreedom], and, instead ofEq. (111.5) for defin
ing the gauge field, we substitute 

D ~ell) = ixoAvllil eli/' (111.27) 

where A(llill if (1, ,'7' (1)), i.e., it is a covariant vector in 
the cotangent bundle and a tensor with respect to the inter
nal degrees offreedom. In addition, an inner product for the 
basis vectors has to be introduced which is determined by the 
nature of the internal group. 
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IV. FORMULATION OF THE GAUGE THEORY 
EMPLOYING THE ALREADY BUILT-IN PRESENCE OF 
U(1) AS A NORMAL SUBGROUP 

In our gauge theory·2 for &, we used the representation 
space ~ =( ~ ,A,I) where A, I were given as part of the 
structure preserved by the action of & . In the gauge theory 
that follows, the pair A, I are not part of the invariant struc
ture because they are not preserved by the action ofU( 1). We 
shall first present some background material, and then de
scribe the structure for ~ that is appropriate for the group G 
generated by the two normal subgroups Uti) and &. After 
that we shall set up the bundles and connections, and use 
these in the construction of the gauge theory for G. 

A U( I) transformation U¢ on ~ for rP real is defined as 

U,pu=ei¢u (IV.I) 

for UE~. It also acts on twist tensor spaces ~ '" for positive 
integer values of r as 

(IV.2) 

for NE~ "'. 
On ~ /\2, the dual 0 V, the inner product V8W, and the 

definition of reality all depend on the normalized element 
AE~ /\4. In the gauge theory for G, the element A will be 
variable but remain normalized. We may specify the A de
pendence by writing o(AIV and V8A W, and describe an ele
ment VE~ /\2 as being "A-real" when it satisfies the defini
tion of reality based on this A. Furthermore, 
~=~(AIC ~ /\2 is the space of A-real elements. The 8A 
operation gives a real inner product in ~IAI. 

The following properties for Uti) transformations are 
easily verified. For a normalized AIE~ /\2, let 

A2 = U¢A.. (IV.3) 

Then for V, WE~ /\2 we have 

(U¢ V)8A
2 

(U,p W) = V8A, W, 

[ oIA21(U¢ V) r = U¢ [oIA,)V r 
(IV.4) 

(IV.S) 

But if V is A.-real, then it follows from the right-hand 

term in (IV.S) that U¢ [o(A')vf = U¢ V, so 

[o(A21( U,p V)] ~ = U¢ V, i.e., 

V is AI-real +-+ U¢ V is Arreal. (IV.6) 

We also have 

(IV.7) 

Now, let a normalized element AoE~ /\4 and a null ele

ment 10E~("'1 be assumed as given. Suppose we have also 

chosen a null element OoE~I"'1 satisfying 0 08",10 = 2. We 

can then define the sets 

f = {U¢lolrPERJ, (IV.8) 

& = {U¢OolrPER ). (IV.9) 

The set f (the infinity set) is preserved under U( 1), and it will 
be used as part of the structure of ~ which is preserved by 
the structure group G. To indicate this, we can write 
~ ==( ~ ,f). The set & (the origin set) is also preserved un
der U( 1) but not under &. 

The infinity element I=IIAI for ~IAI is now defined as 
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being one of the two elements of f which is A-real. The 
origin element 0 = OIA) for g'IA) is equivalently defined as 
the unique element of & which is A-real and satisfies 
OIA)8A II A) = 2. Note also that the maps A_IIA) and A_OIA) 
are double valued. 

Furthermore, for each normalized A, the set Y =yIA) 
is the subset of g' = g'IA) consisting of elements orthogonal to 
both IIA) and OIA). Under the transformation U¢' where 
A2 = U¢Al' we have the following properties 

IIA,) = U¢IIA,), 

OIA,) = U¢OIAd, 

ylA,) = U¢yIAI) ! U¢ VIVEyIA1)j, 

the last one being a consequence of (IV. 7). 

(IV. 10) 

(IV. 11) 

(IV.I2) 

For notational simplification, we shall from now on 
sometimes drop the superscripts or subscripts A, which indi
cate the dependence on A, when there will be no danger of 
confusion. 

Using the base manifold JI, we can now set up the 
bundles ~(JI), ~ t\2(JI), ~ A4(JI) with 
~ _( ~ ,f), ~ t\ 2, and ~ t\ 4 as typical fibers. For each nor
malized cross section AET (JI, ~ A4(JI)), we have the corre
sponding bundle g'(JI)=~IA)(JI) with ~ ~IA) as typical 
fiber. We also have the bundles (not vector bundles) f(JI) 
and &(JI) with the sets f and & as typical fibers, respec
tively, and each fiber f q ,& q above qEJI has a structure 
isomorphic to f and & . As was mentioned previously, the 
bundle f(JI) will be taken as part of the structure of the 
bundle ~ (JI). 

Note that, for each normalized cross section 
AET(JI, ~ A4(JI)), we have the corresponding infinity and 
origin cross sections I=IIA)ET (JI, ~IA)(JI)) and 
O=OIA)ET (JI, ~IA)(JI)) such that IIA)(q)d q for each qEJI, 
IIA) is A-real, OIA)(q)E& q for each qEJI, OIA) is A-real, and 
OIA)8IIA) = 2. Finally, we have the bundle 
Y(JI) yIA)(JI) with Y YIA) as typical fiber. 

Connections: Let DG be a structure preserving connec
tion on ~ (JI). It satisfies the usual axioms of a connection 
given by Eqs. (3.2) in Ref. 12, as well as Eq. (11.1). However, 
Eq. (11.2) is not satisfied, and Eq. (11.3) will be modified in a 
way to be specified later. 

Theorem IV. I: For a normalized AET(JI, ~ A4(JI)), 
there exists A = AIA)ET(JI, Y' (JI)) such that 

D ~A = 4i( xoA)A. (IV.B) 

Proof Since ~ A4 is a one-dimensional space, D ~A 
must be proportional to A. Furthermore, the coefficient of A 
must be pure imaginary due to the fact the properties as
sumed for the connection imply that 

Re[(D~A)~~A] =0. (IV.I4) 

Note that Eq. (IV.I3) is equivalent to saying that, for the 
connection D=DIA) on ~ (JI) defined as 

Dxu = (D ~ - ixoA)u (IV. IS) 

for uET (JI, ~ (JI)), its operation on A as a twist-tensor con
nection is 

DxA = (D~ - 4ixoA)A = O. (IV.I6) 
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Theorem IV. 2: D=DIA) is a connection on 
~(JI)-~IA)(JI), i.e., for VET(JI,~(JI)) we have 
Dx VET(JI,~(JI)). 

Proof The proof of this theorem follows immediately 
from Eq. (IV.I6). 

Now we write the axiom that replaces Eq' (11.3); 
Axiom: For each normalized AET(JI, ~ A4(JI)) and 

corresponding A=AIA)ET(JI,Y'(JI)) defined by Eq' 
(IV.I3), the field I=IIA) satisfies 

DxI (D ~ - 2ixoA)I = O. (IV.I7) 

It can be shown that if Eq. (IV.I7) is true for one nor
malized A, it is true for all other normalized A. 

In the case of the gauge theory 12 for 9, we were able to 
establish a unique procedure for inducing a metric structure 
and connection on the tangent bundle via a tensor 
J = D ® O. We will show in what follows that a similar ap
proach is possible for the structure group G. For this purpose 
we shall require one more theorem and prove some addi
tional properties of the newly defined connection D=DIA). 

Theorem IV. 3: Given any normalized 
AET (JI, ~ A4(JI)), and corresponding 
A-AIA)ET(JI,Y'(JI)) defined by Eq. (IV. B), the field 
O-OIA) satisfies 

(IV.I8) 

where Px PxIA1ET(JI, yIA)(JI)) and is linear in X. 

Proof The proof of this theorem follows directly from 

Dx(I80) = Dx2 = 0, and Dx (080) = DxO = O. 

Thus the field 

(IV.I9) 

is Y~ ® Y q IAI valued, and can be used to map cross sections 
xET(JI, Y(JI))_xoJIA)ET(JI, yIA)(JI)). If we make the 
additional assumption that the map X(q)EYq-Px(q)EYq is 
nonsingular for each q, a unique y~A) ® Yq valued field 
F-FIA) can be constructed which acts as an inverse map 

P xET (JI, yIA)(JI))_P x8FIA)ET (.~, Y(JI)). 

These fields can also be used in the construction of maps of 
other objects on Y(JI)_YIA)(JI), such as inner products, 
connections, and curvature tensors, to give corresponding 
objects on 5-(JI). 

Note that iffor a normalized AIET(JI, ~ A4(JI)), we 
let 

A2 = U¢Al' (IV.20) 

where ¢>ET (JI ,JR(JI)), then it follows from Eq. (IV.I3) that 

AlA,) = AIAd + d¢>, (IV.2I) 

where d¢> is the gradient of ¢>. From this we can derive the 
result 

(IV.22) 

(IV.23) 

for uET(JI,~(JI)) and NET(JI,~ '"'(JI)). Eqs. (IV.20)
(IV.23) show how the vector potential and connections, par
ametrized by different A's, are related by U( 1) transforma
tions. 

C. P. Luehr and M. Rosenbaum 385 



                                                                                                                                    

It follows, in particular, from (IV.23) that if the equa-
tions 

Dt;)A = 0, 

D t;)IIA) = 0, 

Dt;)OIA) = PX IA ), 

(IV.24) 

(IV.25) 

(IV.26) 

are satisfied for A = A., then the same equations with 
A = A2 are also satisfied, along with the following results 

P IAZ) _ U plAtl 
x - '" x , 

IIAz) = U",IIAd, 

OIAz) = U",OIAtl. 

(IV.27) 

(IV.2S) 

(IV.29) 

Consequently, the structure preserving conditions [Eqs. 
(IV.24) and (IV.25)] on the fiber bundle are gauge-indepen

dent. Note also that, by virtue of (IV.26), the J .(q)_J'Atl(q) 

maps Y onto .7IAd for each q, and the J2(q)_J'AZI(q) maps q q 

Yq onto .7~Az) for each q, but inner products are preserved 

under the U'" map from .7~AI) to .7~Az) (provided "0A, " and 
. d' ""IAJi d ""IAzl "0A " are used for the Illner pro uct III J q an J q , 

resp~ctively). Thus, the inner product in .7~AI is also inde
pendent of gauge. Furthermore, the J .(q) will induce an in

ner product in Yq from .7~Atl and the J2(q) will also induce 

an inner product in Y from y1qA
z). However, these two 

induced inner product; in Yq can be shown to be identical 
and completely equivalent theories ensue from the different 
choices of gauge. 

We have now reached a stage at which the basic con
stituents of our gauge theory for the structure group G have 
been made formally isomorphic to those used in the pre
viously developed theory for 9, and which have been sum
marized in Sec. II. The procedure for constructing curva
tures and Lagrangians can be matched step by step with the 
one followed there, recalling only that the proper connection 
to use here is D DIA). Thus, the connection D_DIA) on 
~(1)=~IA)(1) can be projected [cf. Eqs. (11.4) and (11.5)] 
to give a connection 0''' =D.7IA) on .7(1)=.7IA)(1). This 
connection is also a connection on CCf .7(1)=CCf .7IAI(1). 
In analogy to what we did in Sec. II [Eqs. (11.6)-(11.9)], a 
connection DW=DwIA) on ~(1)=~IA)(1) and on 
CCf ~ (1) = ua- 1\ 2(1) is additionally defined. 

The curvature tensors that can be constructed with 
these different connections are the same as those given in 
Sec. II with the proviso that here they are A-dependent. 
Moreover these curvature tensors all have the same scalar 
invariant ~hich can be shown to be independent of A and is 
given by (11.13). ., . 

Specifically, making use of (IV .15) III the defimtlOn of 
the curvature tensor R~) given by 

xy:R~)0V 

= (D';)D!¢) - D!¢)D';) - D\~,YI)V 

for VEF (1, ua- 1\2(1)), yields 
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(IV.30) 

xy: RG0V = (D1D~ -D~D1-Dfx,YI)V 

= xy:R\:")0V + 2i(X(yoA) 

- Y( xoA) - [x,y]oAjV 

= xy:R':)0V + 2ixy:(dI\A)V, (IV.31) 

after resorting to (111.15). (Note that RG has a dependence on 
A, but only because the product 0A was used in its defini
tion). This last result implies that 

RG = R~) + 2i(d 1\ A) ® Ir; . (IV.32) 

In a similar way we can obtain the curvature tensor 
RGJ _RGIA)] for the DG.'/- DGIA)." connection on 

CCf .7(1)_ CCf .7IA)(1) defined by 

D~·7V = Div + 2ixoAV 

for VEF (1, CCf .7(1)), and also the curvature tensor 
RGW_RGIA)W for the DGW DGIA)/ff connection on 
CCf ~IAI(1)= ua- 1\ 2(1) defined by 

D~wV = D ~V + 2ixoAV 

for VEF(1, ua-1\2(1)). They are given by 

RGJ = R" + 2i(dI\A) ® 17 , (IV.33) 

and 

R G
"; = R~ + 2i(d 1\ A) ® I". (IV.34) 

The curvature tensor given by Eq. (IV.34) is identical to that 
obtained in our tensor product bundle formalism described 
in Sec. III [cf. Eqs. (III. IS)]. Hence the Lagrangian densities 
constructed there will apply equally well here and are fur
thermore independent of the choice of A. 

As a final remark note that the scalar element of volume 
dp = dplAI on 1 given in Eq. (4.17) of Ref. 12 now appears, 
by definition, to depend on A. In fact, however, the expres
sion is actually independent of A. Therefore, since the La
grangian densities and the scalar element of volume are inde
pendent of A, the Lagrangian is also independent of A and 
both the formalisms here and in Sec. III lead to the same 
theory. 
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We analyze the problem of anA -nucleon system interacting through harmonic oscillator forces in 
terms of variables which separate collective and noncollective aspects of the Hamiltonian. To 
study the symmetry group ofthe collective Hamiltonian in the limit when A is very large, we carry 
out a group contraction on the dynamical group generators for the system, which permits the 
identification of this group as U(6) 1\ SU(3). In addition, an explicit realization for the symmetry 
group generators is given in terms of Bohr- and Mottelson-like variables. 

PACS numbers: 24.90. + d, 02.20. + b, 11.30.Jw 

1. INTRODUCTION 

One of the most important unsolved problems in nu
clear structure physics is that of extracting from the micro
scopic A-nucleon system a collective Hamiltonian and the 
subsequent determination of its eigenstates. There are many 
different approaches in the literature I all striving towards 
this goal. In several recent works,2-7 the collective Hamil
tonian is projected out from the A-body Hamiltonian by re
stricting it to a definite irreducible representation (irrep) of 
the orthogonal group O(n) associated to the n = A-I Ja
cobi vectors. In particular, Vanagas2 has considered the sca
lar irrep ofO(n), where the collective states are those invar
iant under transformations of this group. Studying the 
problem of an A-nucleon system interacting through har
monic oscillator forces, Deenen and Quesne5 were able to 
prove that the symmetry group associated to the O(n I-scalar 
collective Hamiltonian is a U(6) group, which is very sugges
tive, given the phenomenological success of the interacting 
boson model. However, one should be aware that the O(n)
scalar collective Hamiltonian is, in general, inconsistent 
with the Pauli principle,2 and a more realistic problem is that 
of projecting the many-nucleon problem onto a definite irrep 
ofO(n) which is consistent with the latter. This problem is 
more difficult to tackle, and in this paper we consider an A
nucleon system interacting through harmonic-oscillator 
forces in the case where A:> 1, following closely the results of 
a previous publication,8 where the present authors and their 
collaborators constructed a complete set of basis states for 
this limiting situation. In this work, we turn our attention to 
the study of the symmetry group associated to the oscillator 
collective Hamiltonian for A:> 1, where the latter is defined 
consistently with the Pauli principle. 

The translationally invariant Hamiltonian for a system 
of A particles interacting through harmonic oscillator forces 
is given by 

1 n 3 

H = - I I (P~s +X~s)' (1.1) 
2 s~ I i~ I 

where Xis are the Jacobi coordinates, Pis their corresponding 
momenta, and we chose units in which fl, the mass of the 
nucleon, and an appropriate frequency are 1. 

The group theoretical structure of Hamiltonian (1.1) 
has been studied thoroughly and we know that a possible 
decomposition of the symmetry group U(3n) of the Hamil
tonian (1.1) is the following: 

U(n) ::::> O(n) ::::> Sn+ I 

X (W I,W2,W3) If I 
U(3) ::::> SU(3) ::::> &(3) ::::> &(2) 

[hI' h2 , h3 ] (A, ,u) L M 
(1.2) 

Underneath each group we write down the quantum 
numbers characterizing its irreps. For U(3) we have the par
tition [h I' h2 , h3], where hI + h2 + h3 = N is the total num
ber of quanta; A = hI - h2,,u = h2 - h3 characterize the ir
rep ofSU(3) and L,M the irreps of &(3) and &(2), 
respectively. The U(n) irrep is the same as that of 0(3), due to 
the complementarity of these groups, while that ofO(n) can 
have also at most three rowS2.8 

(W I ,W2,W3). The symmetric 
group Sn + I is characterized by the partition 
I fl = [fl./2,"·./n./n + I I of n + 1, while its row is speci
fied by the Yamanouchi symbol r = (rn + I ,rn , ... ,r2,rtl. Thus, 
the eigenstates of H can be denoted by8 

(1.3) 

where fl corresponds to the set of indices required to distin
guish between repeated irreps (w I 'W2'W3) of O(n) appearing in 
a given irrep [hI' h2 , h3] ofU(n); /j plays the same role for 
repeated irreps ! fl of Sn + I appearing in a given irrep 
(W I ,W2,W3) ofO(n), and q is an extra index to classify repeated 
irreps of &(3) in a given one ofSU(3). 

The collective part of the Hamiltonian (1.1) is obtained 
by projecting on a definite irrep (WIW2W3) ofO(n), which is 
determined by constructing the set of "compact states," i.e., 
the lowest possible energy states that satisfy the restrictions 
imposed by the Pauli principle. 8 Following Sabaliauskas,9 

one can take a linear combination of Slater determinants 
corresponding to these compactly filled states with Z pro
tons and A - Z neutrons such that it is characterized by the 
number of quanta Nand the irrep (Am,,um) corresponding to 
the maximal eigenvalue of the quadratic Casimir operator of 
the SU(3) group. Furthermore, this state is also character-
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ized 10 by the chain of groups (1.2), and by construction it is 
also characterized by a definite irrep (w.WZw3) ofO(n), which 
coincides with the irrep [h., hz h3 ] ofU(n). This fact is a con
sequence of the compact filling of the oscillator levels. Thus, 
when we apply the O(n) scalar quadratic functions of the 

annihilation operators Sis = (1/~)(Xi; + iPis ) of the form 

Bij = iSiS SjS (1.4) 
s= 1 

to the ground state, we get zero, as we cannot obtain states 
with a lower number of quanta that satisfy the Pauli princi
ple. It is then straightforward to find the relations8 

WI = (N + U m +l1m)/3, 

W 2 = (N + 11m - Am)/3, 

W3 = (N - 211m - Am )/3. 

(1.5a) 

(1.5b) 

(1.Sc) 

By using the tables9 for (Am' 11m) ofSabaliauskas, it is an 
easy matter to find the irrep (w.WZw3) ofO(n) consistent with 
the Pauli principle. 

To analyze the group theoretical structure of this many
body system in the case when the number of particles is very 
large we proceed as follows. In the next section, we introduce 
the Zickendraht-Dzublik transformation. 1 and then tum 
our attention to the construction of the generators of the 
symplectic group in six dimensions, Sp(6) in these coordi
nates. 

In Sec. 3 we make the projection of the generators of 
Sp(6) onto a definite irrep (w.,WZ'w3) ofO(n). 

We analyze in Sec. 4 the collective Hamiltonian in the 
limit where A is very large, by means of a contraction of the 
generators introduced in the previous section and discuss the 
symmetry group associated with the problem for this limit
ing situation. 

Finally, in the last section we summarize our results 
and make some concluding remarks. 

2. GENERATOR OF THE Sp(6) GROUP AND THE 
ZICKENDRAHT -DZUBLIK TRANSFORMATION 

We now tum our attention to the Sp(6) group, which 
plays the role of a dynamical group for the collective excita
tions of an A-nucleon system interacting through harmonic 
oscillator forces. This is due to the complementarity of the 
groups Sp(6), O(n), and Sp(6n) in the sense that for the irredu
cible representations B 3n] B 3n -. U ofSp(6n), which con
tain all totally symmetric irreps of the symmetry group 
U(3n), the irreps ofO(n) and Sp(6) are in one-to-one corre
spondence. 12 Thus, the Sp(6) generators will connect differ
ent states of the system without changing the O(n) irrep, i.e., 
without leaving the collective subspace of the many-body 
space. 

The generators of Sp(6) can be written in terms of the 
Jacobi coordinates and momenta ass 

Cij =! {qij + Tij + iLij} , 

B;: = H qij - Tij - nOij - iSij}, 

Bij =! {qij - Tij + nou + iSU} , 

where the operators qu' Su' 1'u' and Lu are given by 
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(2.1a) 

(2.1b) 

(2.1c) 

n 

qij = L Xis ~s' i,j = 1,2,3, (2.2a) 
s= • 

Su = i (Xis PjS + XjS PiS)' (2.2b) 
s= • 

(2.2c) 

n 

L (Xis PjS - XjS Pis)' (2.2d) 
s= 1 

The operators (2.2d) are the components of the total 
angular momentum in the frame of reference fixed in space. 
We now introduce the Zickendraht-Dzublik (ZD) transfor
mation, by means of which the separation of the space in 
collective and noncollective parts is more naturally dis
cussed, as well as the large A limit that we analyze in Sec. 4. 

The ZD transformation II is given by 
3 

Xis = L Pk D~: Wj)D~"-3+k.S (<p), (2.3) 
k=1 

where D ~:, D ~"_ 3 + k.s are the fundamental matrix represen
tations of the &(3) and O(n) groups, respectively. The {Ji' 

i = 1,2,3 are the standard Euler angles and it would seem 
that there are n(n - 1)/2 angles <p. However, since in (2.3) 
one only needs the last three rows of the representations, it is 
possible to define the angles so that only 3A - 9 <p 's appear in 
them. 2 

The physical meaning of the P k, with k = 1,2,3, can be 
understood through the definition of the inertia tensor1Z 

Iu = pZoij - qu' i,j = 1,2,3 (2.4a) 

with 
3 

p2= L qu. (2.4b) 
;=1 

Using the coordinate transformation (2.3) and the orth

ogonal properties of the matrices II D ~;(<p HI we see that 

II III = II i> 13W;)1I 
o 

where - indicates the transpose. It is clear from (2.5) that 
the {Ji'S define the orientation of an intrinsic or "body fixed" 
frame in which the principal moments of inertia become 
p~ + pL pi + pL and pi + p~ . 

The expressions forqij' l:;=. X's PjS' 1'ij' andLij in 
terms of the variables p k 's, {J i 's, and <p 's were given in Appen
dix A of Ref. 8. We note, in particular, in the expression for 
1'u' Eq. (A.21), the appearance of the operator 

n- 3 3 D 1 3 D 1
3 

~ ~ ki k'j (P, (P, 
~ ~ .,.z Kt .2. K't' 

1=1 k.k'=1 PkPk' 

(2.6) 

where 2";,1 are the generators ofthe orthogonal group O(n) 
in the frame of reference "fixed in the body",B These opera
tors have been studied by Rowe4 and by Buck and Bieden
ham.6 In particular, the operators 2"~_I,n' 2"~,n -z' 

O. Castal'los and A. Frank 389 



                                                                                                                                    

!t' ~ _ 2 n- I have been identified by these authors as the com
ponents of a vortex spin for the system. 

Through the commutation relations between the !f;t, 8 

the last expression can be written in the more convenient 
form 

(2.7) 

with K = n - 3 + k and K' = n - 3 + k'. 
The factor in the parentheses in the first term can be 

related to the Casimir operators in the chain of groups 
O(n) ~ O(n - 1) ~ ... ~ 0(3) ~ 0(2) by means of the 
relations 

n-3 

I !t'~2_2.t = G'(n - 2) - G'(n - 3), (2.8a) 
t= I 

r1 - 3 A ,.. 

I X~2_1.t = G'(n - 1) - G'(n - 2) - X;2, (2.8b) 
t= I 

n-3 A A A I X~~t = G'(n) - G'(n - 1) - X;2 - X~2, (2.8c) 
t= I 

where we have defined 

(2.9) 

with € kk' k' being the antisymmetric tensor and where 
G '(r)= ! ~;,t = I !f ;,; is the Casimir operator I 3 of an orthog
onal group O(r). If the group O(r) is characterized by the 
partition [A I.A2, ... ,A.[rI2 J] its eigenvalue is given by 
~l':~:Zl As(As + n - 2s).J3 

In similar form, the factor in the brackets in the last 
term of (2.7) can be written as 
n-3 

I (It'~ - I,t It'~ - 2,t + It'~ - 2,t k~ __ I,t) 
t= I 

= ~ [G'(n - 2), It';], 
I 

(2,lOa) 

n-3 A A A A 

I (X ~,t X ~ _ l,t + X ~ - l,t X ~,t ) 

t= I 

1 A A A A A 

= --:- [G'(n - 1), L j ] + X~ X; + X; X; ,(2,lOb) 
I 

n-3 A A A A 

L (X~.t X~_2,t + X~'_2,t X~,r) 
t= I 

= - ~[G'(n-2),lt';], (2.lOc) 
I 

where [A, B] denotes the commutator between A and B. For
mulas (2.6)-(2.10) are very useful when projecting the Sp(6) 
generators onto a definite irrep ofO(n). 

To simplify the contraction procedure that we carry out 
in Sec. 4, we modify slightly the operators (2.2) through the 
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transformation 

&-1 qij&' &-ILij&' &-ISij&' &-ITij&' (2.11a) 

where 

& = (PIP2P3)-(n- 3)12, (2.llb) 

which corresponds to a change of volume element. 
Considering (2.11) together with Egs. (2.8) and (2.10), 

we have 

(2.12a) 

3 A " n 1
3 n 1

3 (PI £.., kj lj -l. kl' (2.12b) 
k#l= I 

[n 13 n13 n 13 n 13 ] ifl, X kj k'j + kj k'j -l. K.K' (2.12c) 

with K = n - 3 + k, K' = n - 3 + k', and 

n
13 n13 I k'j k'j 

k #' (p~ - p~, )( p~ - P~ , ) 
k'1'-k' 

A A A A 

x[pkL~k' +Pk' X;,'][PkLkk' +Pk' X;;;,] 

(2.12d) 
where 

(2.12e) 
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and 

D 13 D 13 + D 13 D 13 
A. 2; 2j 3; 2; 
Qij = -----''------

2i P2P3 
A A-

X [G'(n -1) Y; - Y; G'(n - 1) 

(D i
3 D13 D 13 D 13) X Ii 2j + 2i Ij 

A A 1 
X(G'(n - 2) Y; - Y; G'(n - 2)) - -. -

21PIP3 

(D ll D13 D 13 D 13) X Ii 3j + Ij 3i 

x(G'(n - 2) £; - £2 G'(n - 2)). (2.l2!) 

By means ofEqs. (2.1) and (2.12), it is straightforward to 
construct the generators ofSp(6) in terms of the ZD coordi
nates. 

In the next section, we carry out the projection of the 
collective part of these operators and construct a matrix re
presentation for them. 

3. THE COLLECTIVE GENERATORS OF Sp(6) 

It is clear from Eq. (1. 2) that the Hamiltonian (1. 1) is 
invariant under both the &(3) and O(n) orthogonal groups. 
Thus, to find explicitly the eigenstates (1.30) it is convenient 
to pass from the coordinates Xis to the six collective variables 
Pk, iJk, k = 1,2,3 and the 3n - 6 angular coordinates ¢, as 
indicated in (2.3). This is achieved using Eqs. (2. 12a) and 
(2. 12c), i.e., 

1 3 A 

Ho= &-IH& = - L {&-ITu & +qu} 
2 i~ I 

1 { 3 ( =- L 
2 k~ I 

_ L + (A -4)(A -6)) 
api 4pi 

WI W 2 W3 0 

71 72 0 0 

;1 0 0 

0 0 

0 

WI 

-

This particular form of the Gel'fand-Zetlin states is due 
to the coordinate transformation (2.3), where the matrix re
presentation D~; of O(n) only depends on the last three 
rows. 2,8 

The matrices G'(r) are well known, 13 while the Y ~ were 
given in Ref. 8, Eqs. (4.4)-(4.8). The latter were taken from 
the analysis of Pang and Heches and the phase convention 

391 J. Math. Phys., Vol. 25, No.2, February 1984 

XL ~k' £~K' + ~ [G'(n - 1) - G'(n - 3)] 
pi 

+~ [G'(n -1) - G'(n - 2) - £;2] 
p~ 

+~ [G'(n)-G'(n-l)-£;2-£;2]}. 
p~ 

(3.1) 

Due to the structure of (3.1), we can propose the follow
ing form for its eigenstates: 

(3.2) 

whereD ~~~~r.~J.51 fllr) are the irreps ofO(n) andiW
,W

2
W

1
) is still 

to be determined and contains the collective structure of the 
system. 

The only operators appearing in (3.1) that are related 
with theO(n) group are the generators £~, k = 1,2,30f(2.9) 
and the Casimir operator G '(r), r = n,n - l,n - 2,n - 3, 
both of them in the frame of reference "fixed in the body". 8 

Thus, the collective wave function f lw
,W2

w
3) satisfies the equa

tion 

(3.3) 

where H II is the matrix representation of the operator Ho 
given by t3.1) in which £ ~, G '(r) are replaced by their matri
ces L", G'(r) with respect to the Gel'fand states 14 of O(n), 

W') W2 

(3.4) 71 72 

;1 

selected so that it agrees with standard results when we re
strict ourselves to a group 0(3). Thus the collective genera
tors ofSp(6), Bij+' Bij' and Cij are obtained by replac~g in 
&-IB ij+ &, &-IBij&' and &-ICij& the operators Y~, 
G'(r) by their matrices L~, G'(r), 

For later convenience, we introduce these generators in 
the form of an irreducible tensor of &(3), i.e" 
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HI;;' = I. (llijllm) H: ' (3.5) 
i,j 

where (IIijllm) is a mixed coefficient related to the standard 
spherical Clebsch-Gordan coefficient by means of the rela
tion 

(llijllm) = I. (tJi 1 vi 1m ) LijLiLijL'j' 
fL,'" 

(3.6) 

where IILifli II are the unitary matrices that connect the 
spherical and Cartesian bases. 16 For Him and elm' we have 
relations analogous to (3,5). 

4. CONTRACTION PROCEDURE OF THE COLLECTIVE 
Sp(6) GENERATORS 

Up to this point we have been concerned with the con
struction of the generators ofthe Sp(6) group associated with 
the collective excitations of the A -nucleon problem interact
ing through harmonic oscillator forces. We now turn our 
attention to the large A limit for these operators and first of 
all discuss the form of the collective Hamiltonian "coil in 
this limit. To this end, it is convenient to introduce an addi
tional transformationR that relates the collective degrees of 
freedompk> k = 1,2,3, with those appearing in phenomeno
logical collective models of the nuclei. 17 

We first express thepk' k = 1,2,3, in terms of three new 
variables p,b,e through 15 

pi = ip2( I + 2b coste - 21Tk 13)j. (4.1) 

In order for the coordinate transformation (2.3) to be 
bijective one needs the additional conditionsl8 

0<P2<Pl <P3< 00. This translates into restrictions for band e 
that limit them to the lined triangle in Fig. 1, where 
x = b cos c,y = b sin c. The restrictions on c, i.e., 0<c<1T13 
are the same as those of r in the Bohr-Mottelson model 19 

but, as we see from Fig. 1, b can not exceed 1 so its range is 
not thatof,8, which is in the interval 0<,8< 00. Furthermore, 
instead of P we prefer to introduce a variable a with the range 

y 

FIG: L The variables b, c appearing in Eqs. (4.1) and (4.2) are restricted 10 

the hned tnangle, where the coordinates are given by x = b cos c and 
y = b Sill C. 

- 00 <a-< 00. This transformation is defined byM 

y = c, (4.2a) 

1 + 2{3 21 rr = (I - b 2)( 1 - 3b 2 + 2b 3 cos 3c) - I, 

(4.2b) 

a- = /i a InljJla), (4.2c) 

where the parameter rr = WI + w2 + W3 + i(n - 4) is relat
ed to the energy of the ground state of the system, and from 
its construction,8.9 one can easily prove that to highest order 
in A, rr ~A 4/3 so A> 1 implies a> 1. 

Using Eqs. (4.1) and (4.2), we get for a> 1 that 

pi = rr 13 + [(/i13) a + ~ {3 cos(y - 21Tk 13)] 

+ a 2/3 + ({33/3) cos 3y cos(y - 21Tk 13) 

+ (4/3/i)a,8 cos(y - 21Tk 13) + O(l/a), (4.3) 

where O(l/a) denotes terms of order l/a or smaller. 

In order to analyze the matrix representation Ji ~ in this limit, one needs to write down the corresponding expressions 15 

as a power series in the parameter a. As shown in Ref. 8, one then compares the a-+ 00 result with the matrix elements of the 
generators Cij' i,j = 1,2,3 ofa U(3) group, in the unitary Gel'fand and Zetlin basisl4 U(3) ~ U(2) ~ Uti), 

Wz 
r' 2 

and finds the correspondence 

Ji; -+ i(C23 - Cd == lL;, 

A 

(4.4) 

(4.5a) 

(4.5b) 

(4.5c) 

where we denote by boldface letters Li, lLk the matrices associated with the operators .2" ~, lLi in their respective bases (3.4), 
(4.4). Thus, for arbitrary A one has the expansion8 

L~ = lL" + (L~/~), k = 1,2,3. (4.6) 
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By means of Eqs. (4.3) and (4.6), the collective Hamiltonian Hcoll can be expressed in a power series of (J: 

Hcoll = ( - aa;2 + ( 2) I 

( 
1 a 4 a 1 a. 3 a {32) I + - --{3 - - -sm r-+ 

{34 a{3 a{3 {32 sin 3r ar ar 

+ ~ 1 J'2 + &(1I(J) 
L.- 4{32 . 2( 2 k /3) k , k~ I sm r - 1T (4.7) 

where I = 1115, 15, 15",,- II is the unit matrix and 
7\ TI 7272 S 1~1 

J~ = L ~ I + I..~, k = 1,2,3. (4.8) 

The Hamiltonian (4.7) has the structure of a one-dimen
sional oscillator in the variable a plus a five-dimensional 
oscillator of the Bohr-Mottelson type. However, instead of 
the usual i ~ angular momentum components of the Bohr
Mottelson equation, one encounters a "total angular mo
mentum" J~ composed of the latter and an intrinsic operator 
I..~ that behaves as an additional spin for the system. 

this end, we expand the generators (3.5) in a power series in 
the parameter (J and then proceed to the limiting situation, 
which, in effect, is a contraction procedure. 23 

Using the representation matrix HI;:; together with Eqs. 
(4.3) and (4.6), we find 

Hoi; = Jf (J ( - a + aaa) I + &((J0) (4.9a) 

Clearly Hcoll has not, in general, a U(6) symmetry 
group, but has an additional degeneracy brought about by 
the presence of I.." . 20 

and 

H2;" = Jf (J {[ F1m (r, tJi l( - ; + {3 ) 

+F1m(r-1T/2, tJi)-- 1+--1 a] 1 
{3 ar 2/i{3 

For the unphysical situation where (W I W2W3) = (0,0,0) 
for the O(n) irrep, i.e., for the scalar representation, or for the 
case of closed shells, (W I ,W2,W3) = (w,w,w), I..~ would play no 
role, and indeed a U(6) symmetry group would aPR-ear. 
These cases would correspond effectively to J" = L "I in 
(4.8), and thus to no additional degeneracy for the states. 
Moreover, for these cases, U(6) is the symmetry group of 
Hcoll for any A, as shown by several authors.5.21.22 

[ 
1 1 J; . (D 2 D 1 ) J; X (D1m -D -2m)- +1 1m - -Im-

S3 S2 

- (D im + D 1_ 1m) ~~ ]} + &((J0), (4.9b) 

For the case of an arbitrary O(n) irrep, it remains to 
determine the symmetry group associated to this additional 
degeneracy. To investigate this point, in the remainder of 
this section, we analyze the behavior of the collective Sp(6) 
generators (3.5) in the same large A situation and then search 
for the hidden symmetry group for the Hamiltonian (4.7). To 

wheresk = sin(r - 21Tk /3), k = 1,2,3, D;;'m' is the rotation 
matrix of three dimensions in spherical components, and 

F1m (r, tJi )=cos r D ~m 

+ _1_ sin rID ~m + D 2_ 1m)' (4.9c) 
12 

To obtain the Him with I = 0,2 we just evaluate the adjoint of BI;:; with I = 0,2, Eqs. (4.9a) and (4.9b). 
Similarly, for the Clm we get 

Coo = - (lIv1J) if I - (lIv1J) Hcoll + &(1I(J), 

Clm = - (1112) Lm I, 

(4. lOa) 

(4. lOb) 

where Lm, m = 1,0, - 1 are the spherical components of the orbital angular momentum fixed in space, which is independent 
of (J. Finally, the corresponding expression for the quadrupole generators C2m is given by 

1 [ a2 
1 a 1 a2 ] 

C2m = - $J F2m ( - 2r, tJ i ) a{32 - Ii a{3 - (j2 aT - {32 I 

[ 
1 a2 

1 a] 2 1 a2 
+ qF1 (-2r-1T/2 tJ) --- - -- 1+ -F1 (r-1T/2 tJ)---I 

'J 3 m , I {3 a{3 ar {3 2 ar vIJ m , I {3 ar Oa 

-~F2m(r,tJi)[~ -a{3- 3 ~] I 
vIJ Oa a{3 2..r2f3 2 sin 3r ar 

J'2 3 J'l -~)I D1 3 + _1_D1 I k 

8
10m 

{32 sin2r 8$J{32 Om k ~ ]8in2(r - 21Tk /3) 
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+ 2m - ~2m J; _ coty ~ + _1_~ + _v_.<.2_~ + v3sin(y-21T/3) (D2 D2 ) [ I'> [J ] 

2~ f3 Jf3 f3 2 Jy f3 sin y Oa f3 2 sin 3y 

+ 
i(D im - D 2~ 1m) J' [ cotty - 41T/3) J 1 J {i J ~ sin y ] 

2 - - +-- + + --'----'-
2~ /3 J/3 /3 2 Jy /3sin(y-41T/3) Oa /3 2sin3y 

+(D~m+D2~lm)J;[cot(Y-21T/3) J 1 J {i J _~Sin(Y-41T/3)] 
2~ /3 J/3 /3 2 Jy /3sin(y-21T/3) Oa /3 2sin3y 

+ ~ ~~ 2 _ I (D2 +D2 ) [J'2 J'2] 
16/32 sin2(y - 41T/3) sin2(y - 21T/3) 

+ sin(y-41T/3)(D 2 _D2 )J'J' + siny (D2 _D2 )J'J' 
2f3 2 • 3 1m ~ 1m I 3 2(32' 3 2m ~ 2m 2 I 

Sin Y 1 Sin Y 

sin(y - 21T/3) 2 2 " 
- 2(32' 3 (Dim +D ~lm)J3J2 +§2m + &(1/0"), 

1 Sin Y 
(4.lOc) 

whereF2m (y, tJi ) is given by Eq. (4.9c) and the operator §2m is given by 

§2m = lim I (11ij12m) Qij 
u __ 00 i,j 

(4.11) 

with Qij and ICij defined in (2.12f) and (4.4). 
These collective generators satisfy the Sp(6) commutation relations 

[Bl'm" B/;;,] = - 4(21 + 1)(2/' + 1) I W(!'/11; A l)(l'm'lml Am' + m) CAm' + m' (4.l2a) 
A 

[C/m" B,m ] = ~(21 + 1)(2/' + 1) I 2W(/'111; A l)(l'm'lml Am' + m) BAm'+m' (4,12b) 
A (even) 

[C/m" B /;;,] = (- 1)"+ I ~(21 + 1)(2/' + 1) I 2W(/'/ll;A 1)(/'m'lml Am' + m)BA;"'+m' (4,12c) 
A (even) 

[Cl'm" C,m ] = - ~(21 + 1)(2/' + 1) I [( - 1)' ~ I' ~A - 1] W(/'/ll; AI) (l'm'lml Am' + m) CAm' + m' (4.12d) 
A 

where (I'm' 1m I AJ-l) is a standard Clebsch-Gordan coefficient and W(l' Ill; AI) is a Racah coefficient. 

If we now define the operators 

b/;;, _ lim ( - ~ B/;;'), 1= 0,2 (4.13a) 

Thus, we conclude that W(6) 1\ U(3) constitutes the 
dynamical group for theA>1 collective Hamiltonian (4,5). 
In fact, one can verify directly that 

a~ 00 20" 

and 

C,m = lim (Clm +~81O I), 1=0,1,2, 
a~oo ~ 

(4,13b) 

we notice that their explicit form is given by the highest
order term in formulas (4,3), (4.9), and (4.10). Again, b/m 

- limlT~ 00 ( - (~/20") B'm) is just the adjoint of b/;;' . 
As pointed out above, the limiting procedure specified 

by definitions (4.12) amounts to a contraction mechanism21 

of the collective Sp(6) generators. By means of Eqs. (4,12), it 
is now a straightforward exercise to compute the commuta
tor algebra associated to the generators b/;;" b'm, C,m , which 
is readily identified with that ofa W(6) 1\ U(3) Lie algebra, 
where 1\ indicates a semidirect product, W(6) is a Wey1 
group24 in six dimensions, and U(3) is a unitary group in 
three dimensions. 
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Hcoll = 2 I b/;;, b/m + 6 [. (4,14) 
I,m 

What is the symmetry group of Hcoll ? It is quite obvious 
from the form (4.14) for Hcoll that the set of operators 

(4,15) 

commute with it and generate a U(6) group. In regards to the 
U(3) group generated by the C'm' 1 = 0,1,2, Eq, (4.13b), we 
readily find 

Coo = - _1_ Hcoll = - _1_ {2 I CG'~::: + 6 ll}, 
~ ~ I,m (4.16) 

and thus Coo is already contained in the U(6) algebra generat
ed by the operators (4.15). The SU(3) subaJgebra generated 
by Clm' C2m is not, however, contained in the U(6) algebra, 
as we proceed to show, We ilrst construct the tensor opera-
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tors that generate the SU(3) subgroup ofU(6), which we de
note by SU*(3). As is well known,25 these are given by 

l\m =..j6 L (2/dmI2JL') b2~,b2Jl, (4.17) 
JlJl' 

Q2m =.JI [b2+ Xb2]~ + .rI(bol;b2m + b2;;,boo)' (4.18) 

Substituting the explicit expressions for b/~ and blm and 
comparing with (4.lOb) and (4.lOc), we find, after a straight
forward but lengthy calculation, the relations 

Clm = -(1Iv'2) {Tim +Dbm lL; 

+ (lIv'2)(D 1_ 1m - D: m ) lL; 

- (ilv'2)(D 1 __ 1m + D: m ) lL;} , (4.19) 

C2m = - Q2m + §2m' (4.20) 

where §2m was defined in (4.11). Thus, it is clear that the two 
groups SU(3) and SU*(3) are distinct. Furthermore, since 

[Hcoll' Clm ] = - /3 [Coo, Clm ] = 0, 1= 1,2, SU(3) is an 
additional symmetry group for Hcoll . 

We now compute the commutators between the U(6) 
and SU(3) generators using the results ofthe contraction pro
cedure: 
['6':~;', Clm ] 

= {( - l)m + I ~ (21 + 1 )(21" + 1) 

X L [( - I)A + 1] W (l/ " 11; AI) 
A 

X (/m,I" - m" I Am - m") '6';:' - m 

+ ( - 1)1 ~(21 + 1)(2/' + 1) L [( - 1)A + 1] 
A 

X W(l/ '11; A 1) (1m,! 'm'l Am + m') '6'~:"m: m'} . 
(4.21) 

We conclude that the hidden symmetry group for Hcoll is the 
semidirect product group 

G = U(6) 1\ SU(3). (4.22) 

From (4.19) and (4.20), it is clear that for the particular 
case where one takes either the scalar or the closed-shell 
irrep ofO(A - 1), the SU(3) and SV*(3) groups are identical, 
since the Clj' i #j of (4.4) vanish and, consequently, the oper
ators lL~ and §2m also disappear. Thus, for these cases, 
G = U(6), in accordance with previous investigations.5,21,22 

5. CONCLUSIONS 

In this paper we have analyzed the group-theoretical 
structure for a many-body system interacting through har
monic oscillator forces and projected its collective Hamil
tonian, following the ideas proposed in recent investiga
tions. 2

,3 We focused our attention on the largeA limit for this 
system and, in particular, on the accidental degeneracy pres
ent in the collective Hamiltonian, Eq. (4.7), for this case. By 
carrying out a group contraction on the collective dynamical 
group generators, we were able to conclude that the symme
try group responsible for this degeneracy is the semidirect 
product group U(6) 1\ SU(3). 

This analysis differs from previous ones by Deenen and 
Quesne5 and Kramer22 in that we consider the collective sub-
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space defined by an arbitrary O(n) irrep and also in that our 
realization for the Sp(6) generators is in terms of the geome
trically appealing ZD coordinates, in contrast with the 
Barut-Hilbert space5 and Bargman-Hilbert22 space realiza
tions, respectively, by these authors. The explicit construc
tion of these generators, when projected to a definite O(n) 
irrep as given by Eqs. (4.9) and (4.10), permits, in the large A 
limit, a straightforward identification of the symmetry 
group for the collective Hamiltonian and, as a bonus, an 
explicit realization for the U(6) and SU(3) generators. 

As a next step, it would be important to study this prob
lem in the case of arbitrary A, or to start by considering a 
small number of particles in the same spirit as the work of 
Chacon et aC for the O(n) scalar collective Hamiltonian. 

ACKNOWLEDGMENTS 

We would like to thank E. Chacon, J. Deenen, P. Hess, 
C. Quesne, and specially M. Moshinsky for many helpful 
comments on this work. 

'See, e.g., J. M. Eisenberg and W. Greiner, Microscopic Theory o/the Nu
cleus, Vols. I-III (North-Holland, Amsterdam, 1976). 

'V. Vanagas, 'The Microscopic Nuclear Theory," Lecture Notes in Phys
ics (University of Toronto, Toronto, 1977); "The Microscopic Theory of 
the Collective Motion in Nuclei," in Group Theory and Its Applications in 
Physics-1980, edited by T. H. Seligman (AlP, New York, 1980), p. 220. 

'G. F. Filippov, V.1. Ovcharenko, and Yu. F. Smirnov, Microscopic Theory 
o/Collective Excitations in Nuclei (in Russian) (Navkova Dumka, Kiev, 
1981). 

4D. J. Rowe, "The Microscopic Realization of Nuclear Collective Mod
els," in Group Theory and Its Applications in Physics-1980, edited by T. H. 
Seligman (AlP, New York, 1980), p. 177. 

'J. Deenenand C. Quesne,J. Math. Phys. 23, 2004(1982); J. Deenenand C. 
Quesne (private communication). 

6B. Buck, L. C. Biedenharn, and R. Cusson, Nucl. Phys. A 317,205 (1979); 
O. L. Weaver, R. Cusson, and L. C. Biedenharn, Ann. Phys. (N.Y.) 102, 
493 (1976). 

7E. Chacon, M. Moshinsky, and V. Vanagas, J. Math. Phys. 22, 605 (1981). 
"0. Castafios, A. Frank, E. Chacon, P. O. Hess, and M. Moshinsky, J. 
Math. Phys. 23, 2537 (1982). 

9L. Sabaliauskas, Liet. Fiz. Rinkinys 19, 5 (1979) (in Russian). 
.op. Kramer and M. Moshinsky, Nucl. Phys. 82, 241 (1966). 
"W. Zickendraht, J. Math. Phys. 10,30 (1969); 12, 1663 (1971); A. Ya 

Dzublik, V.1. Ovcharenko, A.1. Steshenko, and G. F. Filippov, Yad. Fiz. 
15,86911972) [SOy. J. Nucl. Phys. 15,487 (1972)]. 

12M. Moshinsky, Nucl. Phys. A 354,257 (1981). 
13M. Moshinsky, Group Theory and the Many Body Problem IGordon and 

Breach, New York, 19671. 
'41. M. Gel'fandand M. L. Zetlin, Dokl. Akad. NaukSSSR 71,1017 (1950). 
"s. C. Pang and K. T. Hecht, J. Math. Phys. 8,1233 (1967). 
'6M. E. Rose, Elementary Theory 0/ Angular Momentum (Wiley, New 

York, 1957). 
170. Castafios, A. Frank, E. Chacon, P. O. Hess, and M. Moshinsky, Phys. 

Rev. C 25,161111982). 
'"Yu. F. Smirnov and G. F. Filippov, Yad. Fiz. 27, 73 (1978) [SOy. J. Nucl. 

Phys. 27, 39 (1978)]. 
.9 A. Bohr, B. Mottelson, and K. Dan Vidensk, Selsk. Mat. Fys. Medd. 27, 

1611953). 
20M. Moshinsky and C. Quesne, preprint. 
2'M. Moshinsky, "Proceedings of the X International Colloquium on 

Group Theoretical Methods in Physics," Physica A 114,322 (1982). 
"P. Kramer, preprint, University of Tiibingen 11982). 
23R. Gilmore, Lie Groups, Lie Algebras, and Some 0/ Their Applications 

(Wiley, New York, 1974). 
24B. G. Wybourne, Classical Groups/or Physicists (Wiley, New York, 1973). 
250. Castafios, E. Chacon, A. Frank, and M. Moshinsky, J. Math. Phys. 20, 

35 (1979). 

O. Castanos and A. Frank 395 



                                                                                                                                    

The ballooning spectrum of rotating plasmas 
Eliezer Hameiri and Peter Laurence 
Courant Institute of Mathematical Sciences, New York University, New York, New York 10012 

(Received 15 April 1983; accepted for publication 9 September 1983) 

Ballooning modes are shown to be part of the spectrum by using a "singular sequence" of 
localized modes. We show that the modes arise from Alfven and slow magneto sonic waves 
propagating along rays confined inside the plasma. Different ballooning modes are seen, 
depending on the particular rotating frame of observation, indicating that there are accumulation 
points of eigenvalues. The effect of rigidly rotating flow is seen to be destabilizing due to an analog 
of the Rayleigh-Taylor instability associated with density gradients in the presence of a 
centrifugal force. Flow shear also modifies the stability criterion. A certain compo'lent of the flow 
shear will eliminate the ballooning modes. 

PACS numbers: 52.30. + r, 52.35.Bj, 52.55.Gb, 02.30.Jr 

I. INTRODUCTION 

Ballooning instabilities, 1.2 driven by the pressure gradi
ent of a confined plasma in the presence of convex magnetic 
field lines, are believed to limit the plasma beta-the ratio of 
plasma pressure to magnetic pressure-to just a few percent 
in toroidal devices. In axisymmetric toroids they are thought 
to provide a means of determining the behavior ofthe unsta
ble spectrum corresponding to individual mode numbers m 
as m tends towards infinity. In deriving the beta limits, it is 
generally assumed that the underlying equilibrium state con
tains no mass flow. This, however, is not always the case. In 
particular, strong flows of Mach number close to unity can 
be generated after heating the plasma by neutral beam injec
tion. One of the purposes of this work is to investigate the 
effect of equilibrium state flows on the ballooning stability. 
Indeed, we find in Sec. IV that flow effects will be of the same 
order of magnitude as magnetic curvature effects. 

A second aim of this article is to clarify the physical 
origins and the mathematical understanding of the balloon
ing modes. We will show that they arise from the presence of 
waves in the plasma which propagate along rays which never 
intersect the boundary, namely, the Alfven and slow magne
tosonic waves. This phenomenon gives rise to modes local
ized about such rays, and the question of their stability in
volves a system of ordinary differential equations along these 
rays, whose relevant spectral properties can be determined 
from the spectrum of just one second-order ordinary differ
ential equation. The ballooning equations are derived using 
not the common eikonal representation 1-4 but rather by a 
mathematically and algebraically more appealing device of 
constructing so-called singular sequences,5 as was done for 
shearless magnetic fields. 6 Moreover, as the rays we will con
sider are ergodic, no recourse needs to be made to the so
called ballooning representation or to the Fourier transform 
technique, which involve as yet unresolved issues relating to 
the convergence of the series present in such representations 
and their connection with the physical eigenfunction.4 Our 
approach, however, is not as natural for the investigation of 
"finite m corrections" to the ballooning modes which were 
treated for static equilibria,2.4 and this work is restricted to 
studying the infinitely localized modes only. 

The main case we consider is an axisymmetric plasma 
equilibrium in a toroidal configuration, where the plasma 
rotates both in the toroidal and poloidal directions. Because 
of the symmetry, it is possible to get the spectrum of modes 
by Fourier analyzing the system and to consider modes 
which behave like exp[i(me - OJt I], where e is the ignorable 
toroidal angle. The spectrum of the entire system, including 
the ballooning modes, is simply the closure of the union of 
the spectra with finite m-number, and, in particular, the bal
looning modes in the axisymmetric case are limit points of 
eigenvalues OJ(m) as m--oo. This observation leads to the 
remarkable result that the ballooning spectrum depends on 
the coordinate frame which an observer uses. An observer 
rotating with angular frequency ilo in the e direction mea
sures a toroidal angle e' = e - ilot and sees the phase 
me - OJt as me' - (OJ - milo)!, that is, sees the wave fre
quency as OJ' = OJ - milo. Clearly, finite accumulation 
points of OJ(m) will go to infinity under this transformation of 
the spectrum, but new accumulation points may appear. It 
follows that, in principle, ballooning mode studies should be 
carried out in all possible rotating frames in order to obtain a 
better stability criterion. We will see that the most dangerous 
ballooning modes are observed in a frame rotating with the 
flow frequency itself, if this frequency is constant. 

This work is structured as follows. In the next section 
we collect some known results on the equilibrium state of 
rotating plasmas7

•
8 and on the nonlinear eigenvalue equa

tion,9 which determines its linear stability. In Sec. III we 
derive the ballooning mode equation in the frame of the mov
ing plasma, which is close in form to the static case. We also 
derive a sufficient condition for the stability of these modes. 
Section IV discusses the effect of the flow on the stability of 
these modes, using a large aspect ratio asymptotic expan
sion. In Sec. V we present a detailed derivation of the bal
looning modes arising from a single Alfven wave ray, and in 
Sec. VI a briefer calculation is presented for the slow wave 
ray. 

II. EQUILIBRIUM AND STABILITY EQUATIONS 

Consider a plasma confined in a perfectly conducting 
axisymmetric torus and obeying the ideal magnetohydro
dynamics (MHO) equations 
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pu, + pu·Vu + Vp = JXB, 

p, + div(pu) = 0, 

B, + curl(Bxu) = 0, 

S, +u·VS=O, 

div B = 0, J=curl B, p = S pr, 

(1 ) 

where B, u, p, p are the magnetic field and the plasma veloc
ity, pressure, and density, respectively. S is a function of the 
specific entropy and the last equation is an equation of state, 
where y is the ratio of the specific heats. Appropriate bound
ary conditions for this configuration are u'n = B'n = 0 at the 
wall, where n is the normal to the boundary. 

Using cylindrical coordinates (r,e,z) and denoting by 
l/J(r,z) the poloidal magnetic flux function such that 
B = vl/JxVe + BtiJ, it is known7

•
s that an equilibrium flow 

field must be within l/J-surfaces, 

U = (l/p)<P (l/J)B + ril (l/J)9, (2) 

where <P and il are some given function of l/J. Equation (2) 
states that u is parallel to B up to a rigid rotation of each 
individuall/J-surface. We will consider the case of a sheared 
magnetic field, where almost every l/J-surface is covered er
godically by a single field line. In this case if <P #0 then 
B·VS = 0, or S = S (l/J). Thus the presence of a poloidal flow 
requires the temperature T, T pip, to vary on l/J-surfaces. 
Experimentally, however, one expects to see isothermal flux 
surfaces, T = T (l/J), with the poloidal flow damped out due to 
the magnetic pumping effect in the torus. 10 An equilibrium 
state may be obtained after specifying two more arbitrary 
functions of l/J and then solving a second-order partial differ
ential equation for l/J(r ,z), which is known to be elliptics.11 if 
<p 2Ip<{3, where 

{3 = ypl(yp + B2). (3) 

An interesting and useful property of the equilibrium stateS 
is that the vector B - <Pu, and its curl, or instead 
J - <P curl u, must be in the l/J-surface, generalizing the well
known result for the static equilibrium state. We remark that 
if one observes the system from a rotating coordinate frame 
rotating in the toroidal direction with angular frequency ilo, 
system (1) remains unchanged except that u has to be re
placed by 0 = u - rilo9 and the right-hand side of the mo
mentum equation has to be replaced by JXB + pril ~r 
+ 2 piloo X Z, corresponding to the additional centrifugal 

and Coriolis forces. Equation (2) remains unchanged except 
that il---+n =il - ilo. 

Linear stability of the equilibrium state is found by lin
earizing Eq. (1) about it. Introducing the Lagrangian dis
placement vector9 S via 

U I = S, + o·VS - S·Vo, (4) 

where the subscript 1 indicates perturbed Eulerian quanti
ties and quantities without subscripts are equilibrium quan
tities, and then expressing 

BI = VX(SXB), 

PI = - V·( PS), 

PI = - S·Vp - ypV·S, 
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one gets from the momentum equation the second-order 
equation9 

PStt + 2A S, + F S = O. (5) 

A is an anti-Hermitian operator, 

AS = po·Vs +pilozXS, (6) 

and Fis a Hermitian operator under the boundary condition 
s·n = o and the usualinner product (s,'yt) = g'1J* d 3x,given 
by 

FS = V(ypV·S + S·Vp - B·Vx(SXB)) 

+ B·V(Vx(SXB)) + (VX(SXB))'VB 

+ V·( pso'Vo - poo'VS) - 2 p(o'VS - S·Vo) X Z 
+ 2V·(PS)oXz - V'(PS)il ~ri. (7) 

In discussing stability, we follow Ref. 8 and single out 
the perturbed total pressure p. = PI + B·BI. Defining 

b = B'VS - ps·V(Blp), 

s = (pIS )s·VS, 

one gets for the perturbed quantities 

PI = P 2 (s - B·b + p.), 
yp+B 

(8) 

BI = [I - 1 2 BB]:b + 1 2 (s + p. )B, (9) 
yp+B yp+B 

p. = B·(B·VS - S·VB) - S·Vp - (yp + B2) div S, 

where 1 is the identity operator. It will be seen useful to 
express 

F(S) = F(S) + G (p.), (10) 

where G operates on S only throughp. and Finvolves deriva
tives only of the form B·V and O·V, but no derivatives across 
l/J-surfaces. One hass 

(G[P.(s)],S)=I 1 21P.12d3X, (11) 
yp+B 

(FS,S) = I{ - ~ l<Pb-(S·V<P)BI 2 + QH\'Hf 

1 
- - (S·VS)(S*·Vp) + bXS*'(<P curl u - J) 

yS 

(12) 

where (12) is correct only if il (l/J) = ilo is constant. (The 
expression for this special case will suffice for our purposes). 
The caret over HI indicates that p. should be set to zero in 
the definition ofBI in (9). We have defined the positive defi
nite operators 

Q = 1 + _1_ BB, Q - I = 1 - 1 2 BB. (13) 
yp yp+B 

Notice that in (12) it was more convenient to use u rather 
than the velocity in the rotating frame 0. 

Finally, we reca1l9 that, for a solution of(5) behaving 
like exp( - iwt ) in time, the equation becomes quadratic in w. 
Taking the inner product with S and solving for w, one gets 
that (F S,S);;;.O guarantees a realw, or a stable mode. Using the 
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positivity of G in (11), we have from (10) a sufficient condi
tion for stability8 (F;,;);;;.O for all admissible ;. 

III. THE BALLOONING MODE EQUATION 

As described in the Introduction, ballooning modes are 
limit points of eigenvalues (at least in the axisymmetric case), 
but might not be eigenvalues themselves. Fortunately, it is 
not necessary to follow the accumulating eigenvalues in or
der to find them. For this purpose we use the device of con
structing "singular sequences" due to Hermann Weyl. The 
technique which was used previously for systems with closed 
magnetic lines6,l2 is based on the following observation: 

Let (L - iw); = 0 be an eigenvalue equation for an op
erator L in some Banach space with norm 1111. The spectrum 
of L is the set of iw such that (L - iw) - 1 does not exist as a 
bounded operator. If we can find a normalized sequence 
!;n J, lI;n II = 1, and (L - iw) ;n-o as n-oo, then iw must 
be in the spectrum of L. To prove this, assume iw is not in the 
spectrum and let fn = (L - iW);n' then fn-o by assump
tion. Thus;n = (L - iW)-lfn-o since (L - iW)-l is bound
ed, contradicting the assumption that II;n II = 1. Ifin addi
tion (in a Hilbert space) ;n can be chosen so that the 
projection of;n on any fixed vector 1] tends to zero as n- 00 

(one then says ;n tends weakly to zero), Weyl's criterion 
ensures us that iw is in the so-called essential spectrum which 
means it is not an isolated eigenvalue of finite multiplicity.s 

In the MHD case, the sequence;n will be a sequence of 
functions localized about some ray of one of the MHD 
waves. We defer the general description of the rays to Sec. V 
and deal here with the most unstable special case, closest to 
the static case, where all the Alfven and slow wave rays coin
cide with magnetic field lines. To clarify our treatment, we 
return to Eq. (1), write Vp - JXB as V(P + B2/2) - B·VB 
and notice l3 that all spatial derivatives appear as B·V and 
u·V, except terms involving div u and V(P + B 2/2). This also 
holds for the linearized system. Moreover, if fl (tP) in (2) is 
actually a constant, we can pick a rotating frame with 
flo = fl (tP) so thatthe u'V derivatives will also be proportion
al to B·V. In this case, every flux surface generated by mag
netic field lines is a six times characteristic surface of the 
system: it is possible to find six equations containing only 
B·V derivatives, and only two equations will involve deriva
tives across the surface. Symbolically, the linearized system 
can be written as 

Au +Bv =0, 
(14) 

a 
-v+Cu +Dv=O, 
ax 

where X is a label for the family of flux surfaces under consi
deration and A, B, C, D are differential operators, depending 
linearly on w. The 2-vector v contains p. and the component 
ofu l normal to the X surface-these are the two quantities to 
be differentiated across the surface-while the 6-vector u 
contains all the other variables. The reader may find it help
ful to consult Ref. 13 for an explicit form ofEq. (14). The 
operator A is special in that all derivatives in it appear as B·V. 

To see more clearly what the X surfaces are, we recall 
that it is possible to introduce a poloidal angle t/J, increasing 
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by 2rr as we move on a toroidal tP-surface the short way 
around the torus, such that B = VtPXVJ,!=O - qt/J, where 
q(tP) is the "safety factor" [q(tPo) being an irrational number 
implies that the surface tP = tPo is covered by any given field 
line on it ergodically, while a rational q means that all field 
lines on that surface close on themselves]. Any function X (tP, 
0- qt/J ) has the property B·VX = 0, thus X = const. gener
ates flux surfaces, which, however, may self-intersect for 
large 0 and t/J. 

We now construct a test function in a tube of field lines 
about a particular ergodic line defined by tP = tPo' X = Xo· 
The tube will self-intersect. However, if its initial width is 
very small, its length before self-intersection will be very 
large, and will tend to infinity as the initial width tends to 
zero. More precise details on such a construction for the 
static case can be found in Ref. 12. A more detailed descrip
tion will also be given for the case considered in Sec. V. The 
test function has the form 

(15) 

vE = ekgl ( tP ~n tPo )g2( X ~ Xo }3( L ~e) )Vo(/) + 0 (e), 

where k = 1 - nand 0 < n < 112, e is a continuous param
eter that tends to zero (we will take e = 11m), / is a coordi
nate along the field line, andL (e) is a length of the tube before 
its self-intersection. All the functionsf, gi in (15) are chosen 
to vanish when their argument lies outside the interval ( - 1, 
1), so that the test function is strongly localized in the X 
direction and more weakly localized in the tP direction. In 
substituting (15) into (14) one has to expand the coefficients 
about tPo' X 0 (assuming they are sufficiently smooth), so that, 
for example, 

A = Ao( tPo,X 0'/' :J + en
( tP ~n tPo p 1 

+ e( X ~ Xo P2 + higher order. 

It is possiblel2 to choose vo(l) in terms of uo(l ), relations 
betweenf and gi and order e terms, such that, to leading 
order, Eq. (14) reads 

Ao( tPo,X 0'/' :/ )Uo = O. (16) 

If (16) is satisfied, the remaining terms are generally of order 
c", with some a > O. Thus, (15) constitutes a singular se
quence as e-o. 

Some remarks should be made about the boundary con
ditions ofEq. (16) which will presently be written out more 
explicitly. The leftover O(c") terms depend on Uo and the 
derivative a(huo)/a/, or B'V(huo), and in order to preserve 
the ordering, it must remain bounded in norm as e-o. This 
means that IIB·V(huollILllluoIIL remains bounded, where the 
SUbscript L [or L (e)] indicates that Uo has to be set to zero for 
I/I;;;.L (e). (We prefer not to specify the norm used at this 
point.) This boundedness requirement is the "boundary con
dition" for solution of (16) along the ergodic field line of 
infinite length. Notice that if Uo decreases exponentially as 
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1/1_ 00, the boundary condition will be satisfied. 
The previous treatment was correct for fJ (t/J) const. If fJ 

is not constant, we can still move to a rotating frame with 
fJo = fJ (t/Jo), so that only the flow on the surface t/J = t/Jo will 
be seen to be parallel to B. In that case the operator A also 
contains (fJ - fJo)O-V derivative, or (fJ - fJo) a lao. If 
fJ - fJo-(t/J - t/Jot as t/J-t/Jo' this term when applied to the 
test functions (15) will be of order €"a - I. It will be asymptoti
cally small if a> 1/n. Since n can be any number smaller 
than 1/2, we find that a > 2 leaves the previous result un
changed. To conclude, dfJ Idt/J = 0 at t/Jo is not sufficient for 
the ballooning mode to exist for this surface, but a sufficient
ly flat fJ will still give rise to a ballooning mode at t/Jo. The 
argument above did not necessarily provide the weakest re
quirement on the behavior of fJ (t/J) near t/Jo for the ballooning 
mode to exist, but we do not pursue this question here. 

The explicit form of (16) can be obtained, according to 
(14), by ignoring the two equations containing the X deriva
tives and then setting the two special variables in v to zero in 
the other equations. In particular, the component of the mo
mentum equations along Vx is ignored, and p. as well as 
ul-VX are set to zero. In terms of the Lagrangian variable S, if 
s-VX = 0, Eq. (4) guarantees that also ul-VX = O. We then 
ignore the normal component of(5) and setp.-o.J,:his 
amounts to setting G in (10) to zero, replacing F by F. The 
ballooning equation is then 

(17) 

where P is a projection operator annihilating the component 
along VX' Equation (17) is in fact one-dimensional, an ordi
nary differential equation, involving derivatives along a par
ticular field line. Instead of a volume integral, one may use 
the relation d 3X = dt/J dX dl I B (B = I B I), and change the 
measure ofintegration to dl lB. Namely, the one-dimension
al inner product 

(18) 

can be used, and PA!, and PEP have the same symmetry 
properties as A and F. 

As described in Sec. II, a sufficient condition for bal
looning stability is (PEP s,s>;;;'O for all admissible s. Further 
simplification of this criterion is achieved by expressing S as 

S=XN+ZBlp, (19) 

where N is the normal to B within the characteristic flux 
surface with normal VX' We normalize N such that 
N-Vt/J = 1. The normalization is possible unless N-Vt/J = 0, 
or X is a t/J-surface, a simple case leading to the so-called 
Alfven continuous spectrum which is generally stable and 
which was treated in Ref. 8. The sufficient condition for bal
looning stability is the positivity of expression (12), which is 
correct if (d Idt/J)fJ (t/Jo) = 0, evaluated for S in (19). 

Before writing down this expression explicitly, it is 
helpful to note that in (9) 

:8 1 = Q -I[b + (s-VS)BlyS] 

and that bIN) is parallel to B, 
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bIN) = aB, a= - 21(-N + (1/B 2)N-JXB + (1/p)N-Vp, 
(20) 

where I( is the curvature vector of the magnetic field, 
I( = e-Ve with e = B/IBI. Equation (20) is proved using the 
identity bIN) = curl(NXB) + div (pN)Blp. For every mag
netic flux function/, B-VJ = 0, we have 
Vfb(N) = div[VJX(BXN)] = div[(N-VJ)B]. Taking the two 
independent fluxesJ = X (with N-VX = 0) andJ = t/J (with 
N-Vt/J = 1), this expression vanishes. Thus, bIN) is parallel to 
B. 

Denote B-V by a prime so that, say, X' = B-V X. Expres
sion (12) can be written as8 

(21) 

where for the special case of (/> (t/J)=O (purely toroidal flow), 

Qzz = J ~ P-2[/3B
2
( Z' + s;: r _ Z~P'], 

Q = J dl -I(J.XN-[ZS' (pu-Vu - 2B-VB) 
xz B P yS 

_ Z '( B2p;VU + 2B-VB) ], 

Qxx = J ~ (INI2X'2 +X2{/3 B2 [a + N~~S r 
_ aJX B-N _ (N-VS;~N-VP) }). 

These expressions are essentially the same as those given in 
Ref. 8 for the simpler configuration of field-reversed mir
rors. We write them symbolically as 

(EPs, Ps> = J ~ [a 1Z'2 + 2a2ZZ' + a3Z
2 

+ 2b lXZ' + 2bzXZ + CIX'2 + CzX2]. 
(22) 

Notice that a I > 0 and the quadratic expression Qzz in Z and 
Z' is positive definite if p'S' .;;;0, which we assume. This con
dition is satisfied for the most common equilibria,8 where a 
relation 

p=p(t/J,p) (23) 

holds and S pp - Y. We consider two cases. 

Case I: S = S(t/J) 

WhenS = S(t/J),S' = 0,anda2 = a3 = b2 = O.ltisthen 
possible to rewrite (22) after completing the square as 

(Es,s> = J ~ [al(z' + !: X r 
X '2 ( bi )X2] + CI + C2 - -;.- , (24) 

which one wishes to minimize say over all admissible func
tionsX(1 ),Z (I )on( - 00,00), where for admissibility we need 
to define a norm, like requiring that the function as well as its 
derivatives be square integrable on L 2( - 00,00). 

The minimum of (24) with respect to Z can formally be 
accomplished by takingZ, = - blX la l (assuming IBI andp 
bounded away from zero). However, Z may then be an inad-
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missible function, not vanishing at ± 00. We can overcome 
this difficulty, however, by introducing a sequence of admis
sible function Zn (I) with the property that liZ;, + (b,ladX II 
can be made arbitrarily small as n tends to infinity. For this 
we let 

(25) 

wheref(x) is a smooth function such that 

Ixl <1' 
Ixl> 1. 

{
I, 

f(x) = 
0, 

It can easily be checked that since X (I) tends to zero at 
infinity, Zn yields the desired approximation. Thus, in order 
for (F~,~> to be nonnegative, we must have 

f dl [ 12 ( b ~) 2] B c,X + C2 - ~ X >0. (26) 

After a significant amount of algebra, it may be shown that 
the explicit form of the above expression can be simplified to 
the following when <P (¢) = 0 and (d Id¢)fl (¢o) = 0: 

(F~,~> = f{ INI 2X ,2 
- X2[ 2(KoNj(NoJx B) + rfl6(NoVr) 

x( :~ )-'( ;~ - NoJXB)]} ~, (27) 

where p = p(¢, p) as in (23). 
The positiveness is the sufficient condition for balloon

ing stability. The dependence of this expression on the flow 
will be analyzed via a high aspect ratio expansion in Sec. IV. 

Case II. S¥S(¢) 

In this case additional terms are present in (24). It is still 
possible to simplify the stability criterion if we minimize 
with respect to Z and Z 1 now thought of as independent 
functions, as in Ref. 8. This, of course, yields an inherently 
somewhat more pessimistic sufficient condition for stability 
than the previous case, but it is possible to show that in this 
case one again recovers (27) so that (27) is once again suffi
cient for stability. 

IVo LARGE ASPECT RATIO EXPANSION 

In this section we try to gain some physical understand
ing of the effect of the flow on ballooning stability. To sim
plify matters, we use a common analytical device for toroidal 
systems, a large aspect ratio asymptotic expansion. The as
pect ratio is defined as the ratio of the major radius of the 
torus, R, to a typical poloidal plasma radius a. We assume 
c aiR « 1. The usual "high beta" tokamak ordering is 
Be = 0 (1) = p, Bp = O(c) A= p, whereBp is the poloidal pro
jection ofB, Bp = B - BeO. We take a = 0 (1) so that 
r = O(c-') in the plasma while alar and a laz are 0(1). 

To order the flow velocity, we recall that ellipticity of 
the equilibrium equation is guaranteed if <P 21 P <(3. Hence 
we take <P = 0 (cIl2). Also, the fastest toroidal flow is ob
served experimentally to be at most at Mach one speed (in 
the ISX-B experiment '4). This meansprfl 2/(yp)< 1. We 
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then takefl = 0 (c3/2
). The equilibrium momentum equation 

is affected by the flow through the termpuoVu, which, how
ever, isoforderc2

, while the pressure term Vp is 0 (c). Thus to 
order c the equilibrium state is unchanged by the presence of 
flow. In particular, to leading order p = cp,(¢). 

Returning to the ballooning equation (17), in order to 
have an instability we will see shortly that BoV~ is 0 (c) and 
also (tJ = 0 (c). The middle term in (17) is 
- 2i(tJ[<P BoV~ - pflo~Xz] and is of order c~/2 as compared 

to the p(tJ2 term which is 0 (c2
). Thus it is negligible. To lead

ing order for such modes, Eq. (17) reduces to 

PFP ~ = p(tJ2~, (28) 

which is a self-adjoint eigenvalue equation. Thus, for (tJ of 
order c the ballooning modes are stable if and only if 
(P}P ~,~> >0 for all ~. Notice, however, that near marginal 
stability (tJ2 may get so small as to be of the same size as the 
neglected middle term of (17) and a modification of the ex
pansion will be required. 

For simplicity we treat the purely toroidal flow case 
<P 0, and also assumeS = S (¢). Equation:27) is the applica
ble criterion for stability. The coefficient of X 2, the only pos
sible cause for instability, is of order c2. To see this note that 
IKI ~ 1/r = 0 (c). Writing apla¢ - NoJXB 
= No(Vp - JXB) -- (aplap)NoVp so only (aplap)NoVp 

needs to be kept to leading order, we have to 0 (c2
) 

(Fs,s> = f{X'2INI2 - X2[2(KoN)(NoVp) 

_ (NoVp)NoVorfl2)]} dl . (29) 
B 

From here it is immediately seen that for unstable modes, 
with (F S,S> < 0, X' = 0 (c) at most, for otherwise it would 
have dominated the negative terms. Likewise, from the pre
vious section we get for the worst case Z' = 0 (c), or 
BoVg = 0 (t) as claimed before. Notice also that 
1(tJ 12 = -- (F ~,~> I < pg,s>, so (tJ = 0 (t) as assumed. 

The last term in (29) expresses the effect of the flow on 
the ballooning stability. It is seen to be simply the Rayleigh
Taylor effect of destabilization when a heavy fluid is on top 
of a light fluid in a gravity field. Here the gravity is replaced 
by the centrifugal force V(rfl2 12), always pointing out radi
ally in the r direction. Since to leading order p = p(¢), p is 
also a function of 1/'. For a confined plasma p( ¢) decreases 
towards the boundary; thus Vp points into the plasma. The 
flow term thus tends to destabilize on the outer side of the 
torus, and, to stabilize in the inner side, similar to the effect 
of the curvature K. In fact, if S is a global constant, then 
defining ~ = K - pV(rfl V(4yp), expression (29) with ~ ap
pears as if there was no flow. The result indicates further 
destabilization of the plasma in the presence of rigidly rotat
ing flow. Note, however, that if!l ¥const. the ballooning 
modes may disappear all together so the effect of the flow on 
stability is not clear cut. We would like to stress that the 
effect of the flow appears not as a modification of the pres
sure due to the centrifugal force-this is a higher order ef
fect-but as a modification of the curvature. 

We did not discuss the case of <P =I=- o. One expects, how
ever, to see in (29) additional terms expressing the effect of 
flow shear-the Kelvin-Helmholtz instability. 
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V. LOCALIZATION FOR THE ALFVEN RAY 

As mentioned in the Introduction, the essential spec
trum of the Lundquist equations when linearized around 
static equilibria in toroidal systems is intimately connected 
with the propagation of waves along rays of the equili
brium's characteristic surfaces. Here we wish to make these 
statements more precise and then show that a stable part of 
the essential spectrum, when there is flow in the equilibrium, 
still can be characterized in this way. 

As is well known,15 the Lundquist equations (1) consti
tute a symmetric hyperbolic system. This means that they 
can be expressed in the form 

a 
LU= U, + LA; -U+BU=O, 

; ax; 

where the A; are 8 X 8 symmetric, real matrices, and U is an 
8-vector. See Ref. 15 for a precise description of the equa
tions. Thus the characteristic determinant l5 (we will use IIII 
to denote determinant) is 

(30) 

where t/J = const. is a characteristic surface and subscripts of 
t/J denote its derivatives. I is the identity matrix and the equa
tion has eight real but not necessarily distinct roots t/J" for 
any choice of t/Jv 

If, however, we consider only the spatial part of L, the 
characteristic determinant 

(31) 

is a polynomial of degree 8 inS; = t/Jx" i = 1,2,3 inneR 3, of 
the form 

Q(SI,S2,S3) = O. 

The latter may not have only real roots. If such real 
roots remain, however, they correspond to a hyperbolic part 
of the spatial part of L and to characteristic surfaces which 
are generated by rays. 

Specifically in the case of the Lundquist equations, it 
can be shown that l5 

with 

2 ap(p,S) 
a = , 

ap 

where Cs (resp. cf ) corresponds to taking the minus sign 
(resp., the plus sign) in the above expression. 

The families of characteristic surfaces associated with 
this determinant are given by 

401 

u·Vt/J = 0, u·Vt/J ± A·Vt/J = 0, u·Vt/J ± CS IVt/J I = 0, 

u·Vt/J ± cflVt/J I = O. 

Denoting a particular family by Qj(x,Vt/J ) = 0, we recall 
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that the surfaces t/J = const. are generated by the rays solving 
the bicharacteristic equations 

dx; a 
dt = at/Jx, Qj(x,vt/J), 

(33) 

where t is a parameter along the ray. 
In the following we will consider in particular the Alf

ven family generated by 

u·vt/J ± A·Vt/J = o. (34) 

Moreover, without loss of generality, we will restrict 
ourselves to the family 

u·vt/J + A·Vt/J = o. (35) 

We will see that an ordinary first-order differential 
equation along this ray determines points in the essential 
spectrum of L. 

We now digress to introduce the relevant concepts 
about the equilibrium configuration which we will make use 
of subsequently. 

It can be shown, as in the static case, that there exist 
"irrational" surfaces such that the trajectories of the field 

u + BI fP on these surfaces never close and are in fact ergo
dic on these surfaces. We will indicate the proof of this fact 
later. We will need to construct a coordinate t/J such that 

(u + BlfP)·Vt/J = 0, (36) 

in a neighborhood of the ergodic field line. Actually we de
fine t/J in a sequence of tubular neighborhoods Tn of the field 
line. Where Tn has the properties that the radius of Tn' r( Tn ), 
tends to zero as n tends towards infinity and the length of 
Tn' L (Tn), tends to infinity as n tends towards infinity. Also 
the tube Tn does not self-intersect. Thus Tn is collapsing as it 
is growing onto the particular field line. That such a se
quence of tubes Tn indeed exists can be shown by contradic
tion if one uses the continuous dependence of ordinary dif
ferential equations on their initial data, making use of the 

continuous differentiability ofu + BlfP. We note that if 
one uses Hamada coordinates 16 (t/J,e,a) to represent the mag
netic field in the form 

B = vt/JXV[e - q(t/J)a], 

where 

vt/Jxve·Va = 1 

(37) 

and makes use of (2), one obtains the most general local solu
tion of (36) in the form 

t/J(t/J,-q(t/J)a- i~n(t/J)[ tP(t/J) + _1 ]-I da + e ), 
p fP (38) 

where t/J (t/J,X) is determined by the distribution ofVt/J on an 
initial surface containing one point on the ergodic field line. 

The vector field 

(tP Ip ± lIfP)-I(U ± BlfP) (39) 

is divergence-free, so that since we know that 
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(u ± BI,jp)oVt/I = 0, (40) 

with closed surfaces t/I, we can apply known methods l6 to 
deduce the existence of a multi valued function X and a func
tion q(t/I) such that 

(<1>(t/I)lp ± l/p)-I(U ± BI,jp) 

= Vt/lxVx = Vt/lX(V(} - q(t/I)Va), (41) 

where if 21Tq(t/lo) is irrational the trajectory ofu ± BI,jp is 
ergodic on t/I = t/lo' We assume throughout then that the lo
calization takes place on such an ergodic trajectory. With 
these preliminaries out of the way, we now return to the 
spectral problem. 

In the following we give an argument to demonstrate 
that a part of the essential spectrum, namely, the so-called 
ballooning spectrum of static equilibria in ideal MHD, is 
also present when there is flow in the equilibrium. We will 
show this as mentioned above by using singular sequences 
due to Weyl. For the sake of definiteness, but not because 
this is the only possible set up, we will work in a Hilbert space 
L 2(fl ) and let 

D(L) = {U = (Ul,U2,U3,Bt,B2,B3,S,p)E[L 2(fl ns, 
LAi~UE[L2(flW, uon=O Onafl}, (42) 

i aX i 

where L is the operator associated with the spatial part of the 
Lundquist equations. 

It can be shown 17 that L + AI for sufficiently large A is a 
closed operator. We now show how to construct the singular 
sequences mentioned above by localizing around an Alfven 
surface on a particular ray lying in this surface. Unlike the 
case discussed in Sec. III this localization will lead only to 
stable spectrum. 

The key fact that we will use in the course of the local
ization process is that if we go to the coordinate (¢,X,s) 

[where s is determined by dxlds = u + BI,jp] the symmet
ric characteristic matrix ~iAi¢Xi' which is the coefficient of 
the a I a¢ derivatives in L U, has precisely one left null vector 
corresponding to the Alfven wave root (34). 

This left-right eigenvector can be shown to be 

(
8U) (-apCBxn) 
: ~ lB-nl~Xn . (43) 

We now factor our system (L - iw) U in the following 
way (denoting left eigenvectors by Ij,j = 1, ... ,8): 

II(L - iw)U 

(L - iw)U = (44) 

We introduce the notation if = U - Pr , (U), where Pr , 

is the projector onto the space spanned by r I' 
We now take note of the fact that in the first equation in 

(44), II (L - A ) U may be reexpressed in the form 
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II(L - A)U = 17(.E.., ¢;X,s)Pr , (U) + r(.E.., ~ ;¢,x,s)if, 
as as ax 

(45) 

where we introduce here the notation F(a/as, a/aX, 1,6 ,X, s) 
or, ocassionally, just F(a/as, a/aX) to indicate that Fis a 
linear operator involving differentiation with respect to the 
variables s and X, with coefficients depending on the varia
bles 1,6, X, s; and 17 and r are such operators as well. 

That Pr , (V) is preceded by an operator 17 involving only 
differentiation with respect to s can be checked by direct 
calculation (we will give the end result here) and is also relat
ed to general theorems arising in the propagation of singular
ities for hyperbolic equations. 15 A involves no differentiation 
with respect to 1,6, as II is a left null vector. 

Explicitly it is possible to show that (with scalar func
tion 0"1) 

II(L - iW)(Pr, (U)) = II(L - iW)(O"lrt! 

= (Bon)(Bxn)o[APO"I(Bon)Bxn +puoV(O"I(Bon)Bx n) 

+ BoV(O"t pc(B xn)) + pO"I(Bon)(B Xn)oVu 

+ O"IPc(Bxn)oVB] - pc(Bxn) 

o[ - AO"I pcBxn - uoV(O" pc(BXn)) 

+ O"I(Bon)(Bxn)oVB] - BoV(O"I(Bon)(Bxn)) 

+ O"t pc(BXn)oVu - BoV(O"I(Bon)(Bxn)) 

- pCO"I(BX n)oVu - uoV( - pCO"I(BXn)), (46) 

where c = uon. 
Using vector identities, it is possible to show, after some 

manipulation, that the above expression reduces to 

0"; +0"1[log(,jpIBXnI2/(<1>+,jp)]' =iwO"p (47) 

where 

g' = (u + BI,jp)oVg. 

This can be integrated to yield 

O"I(S) = ei{O)S(<1> + ,jp)l,jpIBxnI2. (48) 

We will see that if w is real, w is in the essential spectrum 
of L and that this fact in tum is related to the above form of 
0" I' We note that there exists a constant d> ° such that 

IBxnl >d. (49) 

This is so because 

(u + BI,jp)on = 0, 

I(u + B/,jp)xnl = lu + BI,jpI· 

Therefore, 

1(<1> /,jp + I)Bxnl = I(,jpu + B)Xn - ,jprfl (t/I)V() xnl 

;;;.I(,jpu + B)xnl - l,jprfl (t/I)V() xnl 

= l,jpu + BI - l,jprfl (t/I)V() xnl 

;;;. [(<1> /,jp + 1)2B; + [Be(l + <1> /,jp) 

+ ,jprfl (t/I)PJ 1/2 - ,jplfl (t/I)I. 
The above expression is then clearly bounded away 

from zero provided that either the toroidal component of the 
flow and that of the magnetic field are in the same direction 
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or that the poloidal magnetic field is large compared with 

Gn (,p). 
ail (a a) - (a a) D a¢ +B ax' as U+C ax' as P,,(U), (51) 

For the remaining equations, where D is a nonsingular diagonal 7 X 7 matrix 
12(L -A)U A2 

(50) D= 

Is(L -A)U A 

of (44), we will make use of the fact that they may be written 
as 

the Aj are the remaining nonvanishing roots of (34), and 
il= U-P,,(U). 

We now expand the coefficients of all the operators around the field line, for instance, 

r( ~ , !) = y'(¢o,Xo,s) :s + rX(¢o,xo,s) ~ + r( ~ , !). 
where rIa/ax, a/as) is 0 (¢ - ¢o, x - xo). Such an expression is valid given the assumed smoothness of the equilibrium 
quantities. 

We now consider the action of L - iOJ on the following sequence of test functions (Weyl sequence). Here Em indicates a 
discrete parameter that tends towards zero as m i 00 : 

Um = <p{ ¢ ~¢o )n{ x ~ Xo )r( L ;m) )ul(s)rl(s) + E~<P2( ¢ ~¢o )n2( X ~Xo )r( L ;m) )( :t:Uj(s)rj(s)) 

+ Em [iP2( ¢ - ¢o )ii2( X - Xo)r( _S )( 'iSuj(s)rj(s)) + X( ¢ - ¢O \R( ¢ - ¢O )r( _S )'i8Uj (s)r j(s)]. 
Em t:;:, L(m) ,=2 Em r t:;:, L(m) ,=2 

Here the <Po no iPo iio x' {3 are smooth functions whose support is contained in [ - I, I]. Also ul(s) is chosen to satisfy (48). 
We will let 

and 

Our object for the remainder will be to show that 

II(L - iOJ)Um II<N(m)IIP" (Um)II<N(m)llUm II, 
where N(m)!O as mi 00. 

We now will also use the notation 

;= 8 

U(s) = L U j (s)rj (s), 
;=8 

VIs) = L uj(s)rj(s). 
;=2 ;=2 

We recall as indicated above that the first equation may be written, in view of (45), 

II(L - iOJ)Um = L tm) 1'( L ~m) )Dm +A a(s,,po,Xo) ~ Om +A b(s,,po,Xo) ! Um + O(,p - ,po, X - Xo) 

= ~ - m<p2( ¢ - ¢o )n ~ ( X - X 0 )r( _s_ ) U m (S) 
Em t:;:, L(Em) 

(52) 

(53) 

+AaEI-m[iP2( ¢ - ¢o)ii ~(X - Xo )r(_S )Um(S) + X( ¢ - ¢O \R'(X - Xo )f(_S )Vm(S)] 
Em E::' L(m) Em r t:;:, L(m) 

(54) 

Here 

Aa=/loAa, Ab =/loAb, and a>O. 

Similarly, the remaining equations in (50) can be summarized as 
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where r>O. 
Also nand k must be chosen so n + k = 1. To eliminate 

all quantities which do not tend to zero as Em tends to zero, 
we chose for given iI(s) [determined from (48)] 

Dil (s) = C 3 iI(s), 

DoV(s) = Dil(s) - Cb U'(s), 

where I is the 8 X 8 identity matrix, and 

eI>~=eI>I=X" ii~=fJ=fll' 
fl; = fl2. 

(56) 

This being done it remains to show that the order of 
magnitude of II U II is bounded by thatofllull, where 1111 desig
nates the L2 norm in fl. 

With 

J = IVt,b xVx-Vsl, 

we have 

where 

Q= [-1, I]X[ -1, 1]. 

The only dangerous contribution is the one due to u; in U, 
given by 

El + nfdt,b dX fL 1m) I u; (s) 1 IJ Ids. 
-Lim) 

Now from (48) ul(s) = exp(iws) (eI> + #)/#IBXoI 2
, so the 

only nontrivial part to estimate is the contribution in 
IBXdoldsl· 

However, using the bicharacteristic equation, men
tioned above (41), 

dt,bx a 
-' = - -[(u+B/#)·Vt,b] (57) 

ds ax; 

for the normal, and, splitting off the dependence on the nor
mal and dividing by IVt,b I, we obtain 
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IVt,b I do + d IVt,b I 0 = - v[(u + ~ ).Vt,b]. (58) 
ds ds # 

Taking the cross product of this equation with 0 and again 
with 0, using dol ds·o = 0, and then, taking the cross product 
with B, we see that 

(59) 

provided that u + BI # has bounded derivatives as we have 
assumed throughout. So, 

Iu; (s)1 <C<C' influl(s)I. 

Thus 

El + nJdtP dX fLlm) lu; (SWIJ Ids 
-Lim) 

<El+nfdt,bdXfLlm) lul(sWIJI ds= II~II~. 
-Lim) 

This concludes the estimates needed to show that U m 

consititute a Weyl sequence provided that U l satisfies (53), as 
was to be shown. 

VI. SLOW WAVE 

Here we would like to address the question as to 
whether the "slow" branch of the dispersion relation (38) 
contributes to the ballooning equations as it does in the static 
case. A ( ± ) slow ray is generated by the solution of the 
bicharacteristic systems 

dx a 
-' = -{u·Vt,b±csIVt,bIJ, 
dt at,bxi 

(60) 

dtPxi 

dt 
(61) 

where 

Cs = {~(a2 +A 2 ± [(a2 +A 2)2 

- 4a2((A·Vt,b )/IVt,b W]1I2}1I2. 

In the limit A·Vt,b!O, the ray trajectory described by (60) 

will become parallel to u + f13 A since the bracket in (60) 

tends in this limit to u·Vt,b ± f13 A·Vt,b. 
In the general case A·Vt,b #0, (60) reduces to 

dx; A.o 
- = u + cso ± a2 

- (A - (A·o)o), (62) 
dt csC 

where 

C = [(A 2 + a2)2 - 4a2(A·Vt,b IIVt,b W]I12. 

These remarks allow us to deduce that for the discus
sion of the slow wave there are essentially two major cases 
according as to whether A·Vt,b = 0 or A·Vt,b #0 at any given 
point on the ray. 

In the first case it is possible to show that A·Vt,b remains 
zero along the entire trajectory of the ray. Thus since as 

mentioned above dxldt = u + f13 A, and 
u·Vif; = A·Vif; = 0, where we recall that if; = const. is the 
family of single-valued flux surfaces introduced in Sec. II, it 
follows that dxldt·Vif; = 0 so that a ray that at any point 
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intersects a given flux surface remains on it forever. More
over, as long as the part ofo not parallel to B, rn (¢)e, is not 
zero, 0 X B "is parallel to" V t/J so that V t/J "is parallel to" V ¢. 
Thus in this case the equation for the ± slow ray couples 
with the Alfven rays as in the case studied in Ref. 13. 

When n (¢o) = 0, one must distinguish the case 
n (¢) - (¢ - ¢o)" for n > 2 from the case n.;; 2. In the former 
case we are in the situation studied in Sec. III so that again 
the slow wave couples with the Alfven to yield points in the 
spectrum. Note that here Vt/J need not be parallel to V¢. 

In the latter case, it is possible that the normal V t/J as
sumes the direction V¢ at certain points on trajectory of the 
ray. If this happens, it is not presently known what implica
tions this has for the spectrum nor whether the cut off indeed 
occurs for n = 2. 

In case A-Vt/J #0, little can be said. However, by taking 
the inner product of (62) with V ¢, we observe that 

dx V¢ V¢ (A-n)2n-V¢a2 
- - = + e n- + -'-----'-----'---
dt -, - c,C 

+ c2C - (A-nfa 2 

= n-V¢ _-_s ___ _ 

esC 

From (34), n-V¢ never vanishes, and by inspection, nor 
does the square bracket; therefore, the ray trajectories leave 
the ¢ surfaces and can intersect the boundary. In this case it 
is not possible to get an eigenvalue problem in a neat way as 
one must take into account the reflection of the ray from the 
boundary, causing complications which are not tractable 
within the framework which we identify with ballooning 
modes. 

VII_ CONCLUSION 

We have given a mathematical derivation of points in 
the essential spectrum of ideal MHD, the so-called balloon
ing modes. We showed them to correspond to Alfven and 
slow magnetosonic waves propagating one-dimensionally 
along their rays. (We hope to discuss in the future the possi
ble implications of these spectra on heating mechanism.) In 
axisymmetric configurations the ballooning modes are finite 
limit points of eigenvalues with increasing azimuthal Four
ier mode number, and, therefore, an observer in a rotating 
frame will see different ballooning modes. This statement 
should not be misinterpreted. The fact that a rotating ob
server does not see, say, an unstable ballooning mode does 
not mean that he sees a stable plasma. He will still see a 
sequence of discrete unstable eigenvalues, but they will di
verge to infinity. 

We showed that the most unstable ballooning modes 
are seen in a frame rotating with the plasma toroidal fre
quency, while in any other frame only stable ballooning 
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modes are observed. Nonconstancy of the plasma toroidal 
frequency n l¢) will stabilize the ballooning modes except at 
magnetic surfaces ¢o where all derivatives of n vanish up to 
(d n/d¢n) n (¢o) = 0, with n sufficiently high (n > 2 will cer
tainly do). Although we expect that this shear stabilization of 
the ballooning modes is genuine, it is still possible that it only 
means that the accumulation point, instead of being finite, is 
shifted to infinity. Even if the flow shear does eliminate the 
high m unstable modes, and their accumulation points, it 
may not substantially affect modes with mn '(¢o)';; 1. Thus 
stabilization by flow shear cannot be firmly concluded and 
needs further analysis. 

The effect of the plasma rotation on ballooning stability 
was investigated by an asymptotic expansion in the torus 
aspect ratio. Our analysis shows that, to leading order, sta
bility requires a minimum energy state, and the perturbed 
energy consists of the same curvature term as in the static 
case, plus terms familiar from fluid dynamical flow stability. 
Regretably, the expected case of confined plasma with only 
toroidal rotation is potentially destabilized by a rigidly rotat
ing flow. 
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The structural stability in the sense of Adronov and Pontriaguin for kinetic models of a closed 
reacting mixture is investigated. Necessary and sufficient conditions for the mass-action kinetics 
model to be structurally stable are derived. 

PACS numbers: 82.20.Fd 

1. INTRODUCTION 

A useful model for a physical system must be struc
turally stable I in the sense defined by Adronov and 
Pontriaguin2 so that when the control parameters, often not 
known precisely, are slightly changed or any small perturba
tion is introduced, the model remains qualitatively the same. 
The most frequent model for describing the rate of change of 
chemical concentrations is the "mass-action kinetics" mod
el. By this kinetics, in the theoreticalliterature3 is meant a 
rate law describing a reaction made up of a set of elementary 
steps where the stoichiometry of each step reflects its molec
ularity. In the present paper we ask: When is the mass-action 
kinetics model a structurally stable model for a closed sys
tem? In closed systems the concentrations of the chemicals 
are confined to the so-called reaction simplex R 4 that is, 
starting from an initial vector of concentrations, the set of all 
possible concentrations that satisfy the law of conservation 
of atoms and of conservation of mass. 

The boundaries of R are given by the conditions 

(Ci = molar concentration of the ith chemical) for certain 
families of indices I a I' a 2 ,. .. , a r J such that the laws of con
servation of mass and atoms are fulfilled. The simplex R is a 
segment for a two-component system, a triangle for a three
component system, a tetrahedron for a four-component one, 
etc. 

By a stationary state in the boundary of R we will then 
mean a state for which all the concentrations remain fixed in 
time and at least one concentration remains zero. The exis
tence of a thermodynamic potential defined on R does not 
rule out the possibility of such steady states. In fact they are 
frequently encountered in autocalytic models which are 
compatible with thermodynamics (c.f. Ref. S). 

In order to make certain that the equilibrium state is the 
only global attractor, Krambeck5 and, implicitly, Gavalas6 

have introduced the additional requirement that no steady 
state with a vanishing concentration of one of the chemicals 
should occur. As we shall conclude from this paper, the 
structural stability restriction is stronger than that of Kram
beck and Gavalas. 

The weakest condition that ensures the structural sta
bility can be formulated as follows: Consider any face of the 
boundary of the simplex R given by 

then, at each point of the face there should be at least one aj , 

j = 1,2, ... , n such that dCa Idt> O. This condition will be 
} 

referred to as the transversality condition. 
It obviously implies that no stationary state with at least 

one concentration equal to zero (that is, in the boundary of 
R ) can occur. 

Actually, it implies more than that. The restriction of 
Krambeck and Gavalas stated above is derived from the w
stability condition of Wallwork and Perelson7 which is a 
necessary but not sufficient condition for the structural sta
bility (c.f. Sec. 3). 

The transversality condition can be translated for the 
mass-action case into restrictions on the kind of molecularity 
that the elementary steps can have. This is in the sense that 
(c.f. also Sec. 4) first-order kinetics models fit these restric
tions. 

For higher-order kinetics further complications arise: 
Even if a system in which a control chemical acts exclusively 
as a catalyst (or autocatalyst) in one elementary step and it 
does not present any steady state in the boundary of R (as 
defined above), such a model will not be structurally stable 
since the transversality condition is not fulfilled. 

2. A NECESSARY CONDITION FOR STRUCTURAL 
STABILITY 

We shall consider a closed system of S independent ele
mentary reaction steps and N reacting species. 

The system is assumed to consist of a single phase and 
the reactions to occur in a well-stirred vessel under isother
mal and isobaric conditions. The changes in composition 
due to elementary reaction steps obey 

cIt) = c(O) + y~ (1 ) 

in the case of the mass-action kinetics model. 

c(t) = (el(t), e2(t ), ... , eN(t)) 

is the concentration vector in moles per liter. c(O) represents 
the initial concentration vector. y is the stoichiometric ma-

~ = (51,52"'" 5s) (2) 

represents the molar extents of the reactions.8 

For each c(O), y maps IRs into IRN. The reaction simplex 
R 4 is then the restriction to positive concentrations of the 
image of y. R is a compact set since it is also convex and its 
dimension is the rank of 1:'. 
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The mass-action kinetics are defined as 

~c=C=X(c). 
dt 

(3) 

The vector field X = (XI' X z, ... , x N ) is C I and each compo
nent is a polynomial in c;'s with fixed real coefficients: the 
mass-action rate constants. 

The kinetics are said to be thermodynamically compati
ble if the Gibbs free energy G defined on R is a Liapunov 
function, that is 

(a) There exists a constant K > ° for which G (e) + K> 0 
for all cER; 

(b) G is strictly convex: 

ifG/dS;dSj >0 in R; (4) 

dG N dG dc N 
(c)-= L- X -' = L Jl;X; <0, (5) 

dt ; dC; dt ; 

where the equality only holds at the equilibrium, that is at 
the zero of X. The w-limit set of a point cER is defined: 
w(c) = lim,~", F,c, where the flow {F" t>O J is the monopar
ametric family of ditferomorphisms associated with X repre
senting the evolution of the system. 

L (R ) represents the set ofC I-vector fields defined on R 
and L. (R ) is the set of C I-vector fields whose flows leave R 
invariant.9 These spaces are normed spaces with the C 1-

norm (Ii III) defined as follows: 

!lXII I = Ma~!Tum( I Xj(e) I, I ~~: (c) I ) . (6) 
i,j= 1,2, ... ,N 

As we shall prove later, the only valid models X for the kinet
ics must be in L. (R ). 

A model X is said to be w-stable [in L (R )] ifthere exist a 
neighborhood U(X) of X inL (R ): U(X)CL (R ) such that for 
every Y E U (X ) there exists a homeomorphism h (bijective and 
bicontinuous map) of R onto itself such that 
hwx(R) = wy(R). Wallwork and Perelson7 have shown that 
a model X which is w-stable and thermodynamically compa
tible has exactly one zero in R which is the only global attrac
tor and this is the equilibrium state. We shall define the R
stability of a kinetic model X as the structural stability of X 
regarded as a point in L.(R ). Rigorously, if there exists a 
neighborhood V(X) with V(X)CL.(R) such that for any 
Y E V (X), there exists a homeomorphism h of R onto itself 
mapping trajectories of Y onto trajectories of X. 

The concept of R-stability leads to the following defini
tion: An R -perturbation 0 is a perturbation of a vector field 
XEL. (R ) such that 0 + XEL. (R ). As shown in Sec. 4, if Y 
and X are two mass-action kinetics models for the same sys
tem, then Y - X is an R-perturbation. The physical signifi
cance of the R-stability can be given by the following laws: 
Let Y be obtained from X by an R-perturbation. Let E, be 
the flow ofY and rij (i = 1, ... , M) the number of atoms of the 
class i in the speciesj and ~ the molecular weight of species 
j. Then 

N N 

L rUCj = L ruE{cj , i = 1,2, ... ,M, 
j~ I j~ 1 

(7) 
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N N 

L ~Cj = L MjE{cj , (8) 
j~1 j~1 

where 

E,c = (E :c I , ... , E;rcN ), t>O. (9) 

The following theorem relates the w-stability with the R
stability defined above. 

Theorem I: Assume that the system is compatible with 
thermodynamics; that is, G is a convex function defined on 
the reaction simplex R, and dG Idt = VG· X < 0, except at 
the point where G attains its minimum; at that point dG I 
dt = O. Then the w-stability of the vector field X is equiva
lent to the R -stability of X. 

Proof The w-stability implies (see Ref. 7) that X has 
exactly one global attractor in R. This global attractor is the 
only zero of X in R and lies in the interior of R. This is the 
thermodynamic equilibrium point ¢J where G takes its mini
mum value on R. This point ¢J retains part of its basin of 
attraction under C I-perturbations (hence, under C I-R-per
turbations), that is (for details, see Hirsch and Smale, Ref. 10, 
p. 316), there exists a neighborhood U{3(X)CL (R) and a 
number r> 0 such that the set Ur(¢J ) contains the thermody
namic equilibrium point s = sty) for each Y belonging to 
U{3(X) and Ur(¢J ) is contained in the basin of attraction of s 
and it is positively invariant under the flow ofY. Hence 
Ur(¢J) is retained as a part of the basin of attraction of the 
thermodynamic equilibrium point of X under C I-R-pertur
bations. We can, therefore assume that U{3 (X) is contained in 
Lq (Ur(¢J )). As the border of the reaction simplex is compact 
and, from our hypotheses, all trajectories tend asymptotical
ly to a point in the interior of R, there exists to> 0 such that 
F,(x) belongs to Ur(¢J ) for any t > to and any X belonging toR. 

To see this it suffices to give a covering of dR in the 
following way: For every X belonging to dR, there is a neigh
borhood Ux CdR of X and t x > 0 such that F, (y) belongs to 
Ur(¢J) for every yin Ux caR and t> tx' From this covering 
we can extract a finite sUbcovering. 

There exists a neighborhood V (X) CL. (R ), such that if 
Y belongs to V(X) and E, is the flow ofY, E,(x) belongs to 
Ur(¢J) for t> tl > to and x in R. 

Let W(X) be U{3(X)nV(X); we shall show that every Y 
belonging to W(X) is equivalent to X. 

Any trajectory ofY belonging to W (X) tends asymptoti
cally to sty). We define an homeomorphism H : R _ R as 
follows: For every x belonging to R, x =i=¢J, there is a unique 
Xo belonging to aR and tx > 0 such that F,Jxo) = x. We de
fine 

H (x) = E,)F _ ,.Ix)) = E,)xo), 

H (¢J ) = sty)· 

This is a continuous 1-1 map that makes the following dia
gram commutative: 

F, 

R ·R 
H ! I H. 

E, 
(10) 

R OR 
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Hence we have shown that w-stable vector fields on R which 
are thermodynamically compatible are also structurally sta
ble with respect to vector fields in L# (R ). 

3. THE WEAKEST ADDITIONAL CONDITION TO 
ENSURE STRUCTURAL STABILITY IN THE GENERAL 
CASE 

The existence of the homeomorphism H is obviously a 
stronger condition than the existence of a homeomorphism 
h : R _ R mapping the w-limit set ofx onto the w-limit set 
ofY. Since this is true for every Y belonging to W(X), the 
converse part of the theorem is also proven. 

Now assume the following condition is imposed on the 
boundary of R: If cj = O,j = a, b, ... , L, then there exists 
iE[ a, b, ... , L l such that 

(11) 

If the system is thermodynamically compatible, then, again, 
there exists a unique global attractor: the point ofthermody
namic equilibrium, hence, as it follows from our proof, the 
system regarded as a point of L# (R ) is structurally stable. 
Let Z (X) C L (R ) be a sufficiently small neighborhood of X so 
that if Y belongs to Z (X), Y points inwards along JR. Then 
Z (X) is also contained in L# (R ). 

We take nowZ (X)nW(X);thisisaneighborhoodinL (R) 
[and also in L# (R )] such that every Y belonging to it is equi
valent to X, that is, there exists H as in the theorem above. 
But then the system X is structurally stable. 

We obtain the following implications for a thennody
namically compatible X. 

w-stability ------~ R repellent 

R -sibility I 
t

At any face [c j = 0, 
j = ai' a 2,···, a, I 

structural stability --- there existsjE[I,2, ... rJ 
with ca >0. , 

The condition of repellent boundary obtained by Wallwork 
and Perelson 7 from the postulated w-stability is a necessary 
but not sufficient condition to ensure the structural stability 
of the kinetic model. 

R could be positively invariant with respect to the flow 
F, of X, its boundary could be repellent, and still there could 
be a point in the boundary of the reaction simplex at which X 
is tangent to the boundary, that is, at that point condition 
(11) does not hold. Under these circumstances it cannot be 
ensured that under arbitrary small perturbations of X, the 
resulting flow will map R into itself for all times. This is 
because for any given E> 0, there exists a perturbation of X 
of C I-norm less than E such that the perturbed vector field 
points outwards at the point where X was tangent to the 
boundary. Hence, the condition ofw-stability does not en
sure for arbitrarily small perturbations that the resulting 
vector fields will lie in L# (R ). 
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4. THE WEAKEST CONDITION FOR STRUCTURAL 
STABILITY AS APPLIED TO THE MASS-ACTION MODEL 

Let us first consider the case of first-order kinetics. The 
following result readily follows: 

Theorem II: If a system X corresponds to first-order 
elementary steps, there exists a neighborhood of X in L (R ): 
U = U (X) such that for every Y belonging to U (X), Y obeys 
the laws given by Eqs. (7)-(9). 

Proof If some species A has zero concentration, then 
the forward velocity of any reaction step in which it acts as 
reactant vanishes while the reverse velocity is zero unless the 
concentration of the product corresponding to that step is 
zero. By an inductive argument, since the number of steps is 
finite, there exists a species whose concentration is zero and 
the forward velocity of the reaction step is zero but the re
verse velocity is not. Therefore, we have proven that the vec
tor field points inwards along the boundary JR, that is for 
any point of JR there exists at least one i with C = 0 but 
C j > O. Then for sufficiently small E> 0, there exi~ts 
U = U. (X) such that for every Y belonging to U, Y points 
inwards along JR. Then the flow ofY leaves R invariant, 
therefore, Eqs. (7)-(9) hold. Q.E.D. 

The same argument does not apply for second- (or high
er-) order kinetics; for example in the case 

A+B~C, 

(12) 

the vector field X is tangent to the face [ B = 0, C = ° I of JR, 
hence, for every {) > O. There exist a C I-perturbation 6, with 
116111 < {) such that 6 + X points outwards at the face [B = 0, 
C = 0 I. Also, if the system contains a catalytic step 
A + B~B + C or an autocatalytic step A + B~2B and spe
cies B does not participate in other steps, there the transver
sality condition for X again does not hold. The vector field is 
tangent to. the boundary JR at the (N - 1 )-dimensional face 
[B = 0 J : B = O. For first-order kinetics, Theorem II above 
leads to: 

Theorem III: A thermodynamically-compatible first
order kinetic system X is structurally stable. 

Proof There exists (Theorem II) a neighborhood 
U C L (R ) of X which is also contained in L# (R ); hence, from 
Theorem I, the system is structurally stable. 

As for higher-order kinetics, we derive the following. 
Theorem IV: If the system X is subject to the following 

restriction: For any face of the boundary of the reaction sim
plex R the following condition does not hold: 

Let [Aj = 0L= a l ,a2 
•...• aL be a generic face of the bound

ary of the reaction simplex of dimension (N-L ). fA (N
L )-simplex by itself.] For every jEt a l , ... , a L J, let 

[S/jL=a,p, .... A j be the set of all elementary steps that 
include species A j' 
For each iE[ a, {3, ... , Aj I there exists KE[ ai' a2 , .. ·, aL I 
such that if Aj is a reactant in step Sj A, then AK is a 
product in that step and vice versa: if Aj is a product, 
then AK is a reactant in Sj Aj. 
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Then, the thermodynamic compatibility implies the struc
tural stability. 

Proof This condition is clearly the necessary and suffi
cient condition for X to be tangent to the (N-L I-simplex 
IAj = O)j= a"a".,oL' Hence, if the condition is not fulfilled, X 
points inwards along JR, therefore, any sufficiently small 
C I-perturbation obeys the laws given by Eqs. (7)-(9) and 
Theorem I applies. In particular, the condition means that if 
a species acts exclusively as a catalyst or autocatalyst in a 
single reaction step, the mass-action kinetics model is struc
turally unstable. 

5. CONCLUSION 

The existence of a unique global attractor in the form of 
a steady state is a feature clearly suggested from the experi
mental fact that every closed reacting system decays to the 
thermodynamic equilibrium. In order to ensure this unique
ness in a model, several authors (Krambeck,5 Galvalas,6 
Wallwork and Perelson7

) have imposed conditions in addi
tion to the existence of a thermodynamic potential. These 
conditions are: 

(a) the w-stability (Wallwork and Perelson7
); or the 

weaker, 
(b) no stationary state with at least one vanishing con

centration can occur. (In the terminology of this paper, there 
is no stationary state in the boundary of the reaction simplex 
R ) (Krambeck,5 Gavalas6). 
We have demonstrated in this paper that the decay towards a 
unique equilibrium state is not the only feature that a model 
should reflect but in addition it should be structurally stable. 
The properties (a) and (b) are consequences of this inherent 
global stability of the model. 

6. EXAMPLE 

Consider the isomerization 

AI~Z~3 

with initial concentrations 

A lo =l, AZo=A30=0. (13) 

We concentrate on the following problem: To what extent 
does the mass-action kinetic model 

{

AI = - KI~I + KZIA z , 

X = 1z = - (KZI + Kz3 )Az + K12A I + K3~3' 
A3 = + K2~2 - K3~3 

represent the "actual" phase portrait of the system? 

(14) 

Since the model ( 14) is structurally stable (Theorem II) 
there exists c> ° such that the phase portrait of X is pre
served II for every Y such that IIY - XIII < c. Any C I-pertur
bation 9 must be tangent to the reaction simplex 

{AI +A2+A3= 1, Aj>O, i= 1,2,3), 

that is, it is of the form 
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(15) 

The preservation of the phase portrait implies that Y will 
satisfy the laws given by Eqs. (7)-(9) and it will have strictly 
one global attractor: a sink which is the image under H of the 
equilibrium. The vector field X might defer from the "actu
al" vector field because 

(a) the rate constant K jj (i,) = 1,2,3) cannot be measured 
accurately; and 

(b) the system obeys mass-action kinetics only approxi
mately. 
The following perturbations account for inaccuracies in the 
measurement of the rate constants in the model given by X: 

9(1) = ( - c5A, c5A,O), 

9(2) = (c5B, - c5B,O), 

9(3) = (0, - c5B, c5B ), 

9(4) = (0; c5C, c5C). 

(16) 

If 15 < c, the inaccuracies will not affect the topology of the 
phase portrait represented by X. Consider the space La (R ) 
generated by linear combinations of these perturbations of 
X. 

Then, La(R )CL#(R) since, for any M>O, the vector 
fields X + 9111 with 119U)III>M,) = 1,2,3,4 obey 
[Aj = o:::?Aj > 0, i = 1,2,3 J. This result implies that these 
perturbations can only affect the topology of the phase por
trait by changing the basin of attraction of the equilibrium of 
X. Or more rigorously: 

Theorem V: If the model (14) for our system (13) lies in 
the category (a) as shown above, then c can be chosen equal 
to [3. (See Theorem I.) 

Proof (Following the notation of Theorem I). Since we 
restrict the space L (R ) to La (R ), V (X) = La (R ), and 
W(X) = U{3(X)nLa(R); U{3(X)CL (R). 
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